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弹道导弹机动能力受限反拦截博弈弹道优化方法
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摘　要：针对突防－拦截过程中存在的机动能力受限问题，提出了一种机动能力受限下基于自适应动态
规划的博弈弹道优化策略求解方法。通过建立仿射非线性微分博弈模型，并考虑到机动能力受限，设计了含

积分形式的控制能量项的性能指标函数；基于微分博弈理论推导了博弈鞍点控制策略，并基于自适应动态规

划算法设计一个评价网络对微分博弈策略进行近似逼近求解，给出了神经网络权值自适应更新律，并对其稳

定性进行了推导证明。仿真结果表明，所提出的策略求解方法能够在机动能力受限的情况下实现反拦截效

果，精确打击敌方目标。
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　　弹道导弹具有速度快、射程远、精度高、威力
大、突防能力强等特点，如何对来袭弹道导弹实施

有效拦截一直是各军事强国防空能力建设的重

点［１］。在此背景下，突防能力已逐渐成为衡量弹

道导弹性能的核心指标［２］。突防弹道优化问题

也可以看作是一种双方竞争对抗过程，双方通过

采取不同攻防策略寻求自身收益的最大化。由于

突防满足博弈问题的特性，国内外的学者们开始

利用博弈理论来研究导弹的突防弹道优化问题。

其中，微分博弈法最受学者们青睐［３－８］。

微分博弈是一种无限策略型博弈，这种无限

策略集对应的策略空间主要受最大机动能力等限

制，一般以控制约束的形式在模型中体现。考虑

到战场环境的复杂多变性，加之各类约束条件的

存在，这无疑给微分博弈问题的求解增添了重重

困难，使之面临更高的要求和挑战。因此，相应的

先进控制方法和现代控制理论也被应用于微分博

弈问题从而提高系统的稳定性和鲁棒性［９］。文

献［１０－１３］均考虑了机动能力受限情况下的突
防微分博弈问题，但是其考虑的模型是线性化模
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型，过于简单，不符合弹道导弹突防问题的非线

性、强耦合性。文献［１４－１６］针对非线性系统的
微分博弈问题，结合自适应动态规划算法进行在

线求解，但是其并没有在策略求解过程中考虑机

动能力受限问题，这对系统的稳定性及鲁棒性带

来了很大的挑战。Ｇａｏ等［１７］针对一类具有约束

输入的导弹系统，设计了一种滑模控制器，然后基

于零和微分博弈理论的自适应动态规划算法进行

求解。Ｚｈａｏ等［１８］针对具有不匹配干扰的输入受

限非线性系统，利用自适应动态规划算法设计滑

模容错控制策略，并采用经验回放技术更新评价

指标权重。Ｗａｎｇ等［１９］针对具有状态约束的高超

声速飞行器，提出了一种基于自适应动态规划算

法的自适应容错控制设计方法，以提高系统的跟

踪性能和容错能力。从上述研究中能够发现，由

于增加了输入约束，问题的求解难度进一步增加，

且所设计的求解算法也更加复杂。

针对以上问题，本文建立了仿射非线性微分

博弈模型，设计了对控制能量项进行积分约束的

性能指标函数，并基于微分博弈理论和自适应动

态规划算法对微分博弈策略进行在线逼近，给出

了神经网络权值自适应更新律，并对其稳定性进

行了推导证明，通过仿真算例来验证所提模型和

算法的有效性。

１　模型建立

图１　突防场景
Ｆｉｇ．１　Ｐｅｎｅｔｒａｔｉｏｎｓｃｅｎａｒｉｏ

１．１　非线性微分博弈模型

图１给出了博弈问题的突防场景。在突防场
景中，我方成员包括弹道导弹，敌方成员包括两枚

拦截导弹（拦截导弹１，２）和目标。将攻防对抗过
程划分为突防阶段１、突防阶段２和打击阶段，并
假设弹道导弹在突防阶段１结束时摆脱拦截导弹

１，在突防阶段２结束时摆脱拦截导弹２。
由于不同阶段的模型类似，为缩减篇幅，下文

将仅推导突防阶段１的微分博弈策略。
在地面坐标系水平面内描述弹道导弹（Ｍ）、

拦截导弹１（Ｉ１）、拦截导弹２（Ｉ２）和目标（Ｔ）的运
动，相对运动方程组为：

Ｘ·＝ＡＸ＋ＢＵＩ１＋ＣＵＩ２＋ＤＵＭ （１）
式中，Ｘ为状态向量，ＵＩ１、ＵＩ２、ＵＭ分别为拦截导
弹１、拦截导弹２、弹道导弹的加速度向量，Ａ、Ｂ、
Ｃ、Ｄ为系数矩阵。

将弹道导弹、拦截导弹１、拦截导弹２在弹道
坐标系下的加速度 Ｕ２ｉ＝［ａｘ２ｉ，ａｚ２ｉ］

Ｔ（ｉ＝｛Ｍ，Ｉ１，
Ｉ２｝）作为控制向量，则由弹道坐标系和地面坐标
系的转换关系可得：

ａｘｉ
ａ[ ]
ｚｉ

＝Ｌ－１（ψＶｉ）
ａｘ２ｉ
ａｚ２[ ]ｉ，ｉ＝｛Ｍ，Ｉ１，Ｉ２｝ （２）

式中，Ｌ（ψＶ）＝
ｃｏｓψＶ －ｓｉｎψＶ
ｓｉｎψＶ ｃｏｓψ[ ]

Ｖ

，ψＶ为弹道偏角。

则有：

　Ｘ·＝ＡＸ＋ＢＬ－１ＵＩ１＋ＣＬ
－１ＵＩ２＋ＤＬ

－１ＵＭ （３）

令ＢＬ＝ＢＬ
－１、ＣＬ＝ＣＬ

－１、ＤＬ＝ＤＬ
－１，则：

Ｘ· ＝ＡＸ＋ＢＬＵＩ１＋ＣＬＵＩ２＋ＤＬＵＭ

＝ｆ（Ｘ）＋∑
３

ｉ＝１
ｇｉ（Ｘ）ｕｉ （４）

式中，ｆ（Ｘ）和ｇｉ（Ｘ）均为关于状态量 Ｘ的非线性
连续函数。式（４）即为水平面内的非线性微分博
弈模型，属于一种典型的仿射非线性系统。

１．２　性能指标函数

微分博弈问题本质上是一种连续、动态的冲

突竞争行为［９］。根据微分博弈理论，突防双方应

选取合适的控制策略以最大化或最小化给定的性

能指标函数，从而使自身利益最大化，同时要考虑

机动能力受限并保证系统的稳定性。

为此，定义性能指标函数为：

Ｊ＝１２∫
ｔｆ

０
［ＸＴＱＸ＋ＵＴＩ１ＷＩ１ＵＩ１＋Ｕ

Ｔ
Ｉ２ＷＩ２ＵＩ２－ｕ（ＵＭ）］ｄｔ

（５）

式中：Ｑ＝

Ｉ２×２ ０２×２ ０２×２ ０２×２ ０２×２ ０２×２
０２×２ Ｉ２×２ ０２×２ ０２×２ ０２×２ ０２×２
０２×２ ０２×２ －Ｉ２×２ ０２×２ ０２×２ ０２×２
０２×２ ０２×２ ０２×２ ０２×２ ０２×２ ０２×２
０２×２ ０２×２ ０２×２ ０２×２ ０２×２ ０２×２
０２×２ ０２×２ ０２×２ ０２×２ ０２×２ ０



















２×２

；

·９３２·
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ＷＩ１＝
ｗＩ１ｘ ０

０ ｗＩ１[ ]
ｚ

、ＷＩ２＝
ｗＩ２ｘ ０

０ ｗＩ２[ ]
ｚ

分别为拦截

导弹１、拦截导弹 ２控制能量的权重矩阵，假设
ｗＩ１ｘ＝ｗＩ１ｚ＝ｗＩ１，ｗＩ２ｘ＝ｗＩ２ｚ＝ｗＩ２；ｔｆ为突防阶段博弈
结束时刻；ｕ（ＵＭ）为处理机动能力受限问题选择
的泛函。

考虑到机动能力受限问题，性能指标函数中

弹道导弹的控制能量项设计为如式（６）所示的积
分形式，而不是二次型形式，从而对机动能力受限

问题进行有效处理。

ｕ（ＵＭ）＝２∫
ＵＭ

０
σａｒｃｔａｎｈ τ( )[ ]σ

Ｔ
ＷＭｄτ（６）

式中：τ为积分变量，表示弹道导弹加速度的中间

增量；ＷＭ＝
ｗＭｘ ０

０ ｗＭ[ ]
ｚ

为弹道导弹控制能量的权

重矩阵，ｗＭｘ＝ｗＭｚ＝ｗＭ；σ为待设计增益，是在数
值上不大于导弹最大加速度的无量纲量。处理受

限问题时常用的符号函数 ｓｇｎ（·）是不连续的，
这会影响系统的性能，因此使用连续的反双曲正

切函数ａｒｃｔａｎｈ（·）代替。
拦截导弹１希望最小化 Ｊ，拦截导弹２希望

最小化Ｊ，弹道导弹希望最大化Ｊ。
微分博弈模型为：

ｍａｘ
ＵＭ
ｍｉｎ
ＵＩ１，ＵＩ２

１
２∫

ｔｆ

０
［ＸＴＱＸ＋ＵＴＩ１ＷＩ１ＵＩ１＋

　　 　 ＵＴＩ２ＷＩ２ＵＩ２－ｕ（ＵＭ）］ｄｔ

ｓ．ｔ．　Ｘ· ＝ＡＸ＋ＢＬＵＩ１＋ＣＬＵＩ２＋ＤＬＵＭ （７）

２　弹道优化策略

２．１　基本思想

２．１．１　自适应动态规划的基本原理
自 适 应 动 态 规 划 （ａｄａｐｔｉｖｅ ｄｙｎａｍｉｃ

ｐｒｏｇｒａｍｍｉｎｇ，ＡＤＰ）是通过设计强化学习中的“执
行－评价”结构，利用函数近似方法，完成对非线
性偏微分方程的近似求解。ＡＤＰ算法的基本结
构如图２所示。

从图２可以看出，ＡＤＰ算法主要包括动态系
统、执行网络、评价网络三部分。其中：动态系统

通常是已知的系统状态微分方程；执行网络相当

于控制器，根据评价网络反馈的信息生成相应的

控制策略；评价网络则用于逼近最优性能指标函

数。执行网络和评价网络构成了智能体系统。

２．１．２　机动能力受限下自适应动态规划思路
对于仿射非线性系统式（４），评价网络可以

代替执行网络来实现控制器的作用。因此，ＡＤＰ

图２　ＡＤＰ算法基本结构
Ｆｉｇ．２　ＡＤＰａｌｇｏｒｉｔｈｍｂａｓｉｃｓｔｒｕｃｔｕｒｅ

算法结构可以简化为单评价网络结构，如图３所
示。算法流程见算法１。

图３　受限下基于ＡＤＰ算法的学习过程
Ｆｉｇ．３　ＬｅａｒｎｉｎｇｐｒｏｃｅｓｓｂａｓｅｄｏｎＡＤＰ

ａｌｇｏｒｉｔｈｍｕｎｄｅｒｃｏｎｓｔｒａｉｎｔｓ

算法１　受限下ＡＤＰ算法
Ａｌｇ．１　ＡＤＰａｌｇｏｒｉｔｈｍｕｎｄｅｒｃｏｎｓｔｒａｉｎｔｓ

输入：初始状态ｓｔａｔｅ０，性能指标函数参数ｐａｒａｍｓ，终止
条件ｔｈｒｅｓｈｏｌｄ
输出：控制策略ｓｔｒａｔｅｇｙ

初始化系统状态 ｓｔａｔｅ＝ｓｔａｔｅ０
初始化性能指标函数Ｊ
设计评价网络近似结构，并确定相应参数

ｗｈｉｌｅｔｒｕｅｄｏ
评价网络计算近似性能指标函数Ｊ
计算控制策略ｓｔｒａｔｅｇｙ
ｉｆ满足终止条件 ｔｈｅｎ
ｂｒｅａｋ
ｅｎｄｉｆ
ｅｎｄｗｈｉｌｅ

２．２　策略设计

２．２．１　神经网络逼近
构造Ｈａｍｉｌｔｏｎ函数：

Ｈ＝１２［Ｘ
ＴＱＸ＋ＵＴＩ１ＷＩ１ＵＩ１＋

ＵＴＩ２ＷＩ２ＵＩ２－ｕ（ＵＭ）］＋

·０４２·
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λＴ（ＡＸ＋ＢＬＵＩ１＋ＣＬＵＩ２＋ＤＬＵＭ） （８）

式中：λ为伴随变量，λ＝ＸＪ＝
Ｊ
Ｘ
。

根据纳什均衡原理，该微分博弈应满足 ＨＪＢ
方程：

０＝Ｈ（Ｘ，ＵＩ１，ＵＩ２，ＵＭ） （９）
假设ＨＪＢ方程式（９）的解存在且唯一，则微

分博弈策略可根据极值条件
Ｈ
ＵＩ１
、
Ｈ
ＵＩ２
、
Ｈ
ＵＭ
求得：

ＵＩ１＝－Ｗ
－１
Ｉ１Ｂ

Ｔ
ＬＸＪ

ＵＩ２＝－Ｗ
－１
Ｉ２Ｃ

Ｔ
ＬＸＪ

ＵＭ ＝σｔａｎｈ（Ｇ
{

）

（１０）

其中：Ｇ ＝１
σ
Ｗ－１
Ｍ Ｄ

Ｔ
ＬＸＪ。

此时，将ＵＭ 代入ｕ（ＵＭ），可得：
ｕ（ＵＭ）＝２σ·（ＸＪ）

ＴＤＬｔａｎｈ（Ｇ）＋

σ２∑
２

ｉ＝１
ＷＭｉｌｎ［１－ｔａｎｈ

２（Ｇｉ）］ （１１）

式中：Ｇｉ 表示Ｇ的第ｉ个分量。
联立式（８）、式（１０）、式（１１），ＨＪＢ方程（９）

可改写为：

０＝１２Ｘ
ＴＱＸ－１２（ＸＪ）

ＴＢＬＷ
－１
Ｉ１Ｂ

Ｔ
ＬＸＪ－

１
２（ＸＪ）

ＴＣＬＷ
－１
Ｉ２Ｃ

Ｔ
ＬＸＪ＋（ＸＪ）

ＴＡＸ＋

σ２∑
２

ｉ＝１
ＷＭｉｌｎ［１－ｔａｎｈ

２（Ｇｉ）］ （１２）

式（１２）为关于ＸＪ的时变非线性偏微分方
程，难以求得解析解。在此，将结合自适应动态规

划算法设计一个评价网络在线逼近性能指标函数

和最优微分博弈策略，并完成对 ＨＪＢ方程的近似
求解。

为此，先给出如下合理性假设：

假设１　针对模型（７）和微分博弈策略（１０），
存在一个连续可微的 Ｌｙａｐｕｎｏｖ函数 Ｊｓ（ｘ）满足

Ｊ·ｓ（Ｘ）＝（ＸＪｓ）
Ｔ（ＡＸ＋ＢＬＵＩ１＋ＣＬＵＩ２＋ＤＬＵＭ）＜

０。那么，一定存在一个正定矩阵 Λ∈Ｒ使得
式（１３）成立。

Ｊ·ｓ（Ｘ）＜－（ＸＪｓ）
ＴΛＸＪｓ （１３）

设计的评价网络结构为：

Ｊ＝ＷＴＳ（Ｘ）＋ε（Ｘ） （１４）
式中：Ｗ为神经网络的理想权重向量；Ｓ（Ｘ）为
神经网络的激活函数；ε（Ｘ）为神经网络的有界
逼近误差，ε（Ｘ）满足 ε（Ｘ）≤δ，其中 δ为正常
数。从而可以得到 Ｊ的梯度为ＸＪ＝（Ｓ）

ＴＷ ＋
Ｘε。　

将式（１４）代入Ｇ，可得：

Ｇ ＝１
σ
Ｗ－１
Ｍ Ｄ

Ｔ
Ｌ（Ｓ）

ＴＷ ＋１
σ
Ｗ－１
Ｍ Ｄ

Ｔ
ＬＸε

（１５）

令 ψ＝１σ
Ｗ－１
Ｍ Ｄ

Ｔ
Ｌ（Ｓ）

ＴＷ，则式（１０）可改

写为：

ＵＩ１＝－Ｗ
－１
Ｉ１Ｂ

Ｔ
Ｌ（Ｓ）

ＴＷ －εＩ１
ＵＩ２＝－Ｗ

－１
Ｉ２Ｃ

Ｔ
Ｌ（Ｓ）

ＴＷ －εＩ２
ＵＭ ＝σｔａｎｈ（ψ）－ε

{
Ｍ

（１６）

其中，εＩ１ ＝Ｗ
－１
Ｉ１ Ｂ

Ｔ
ＬＸε，εＩ２ ＝Ｗ

－１
Ｉ２ Ｃ

Ｔ
ＬＸε，εＭ ＝

－∑
２

ｉ＝１
ＷＭｉ［１－ｔａｎｈ

２（ξｉ）］Ｄ
Ｔ
ＬＸε（ξｉ∈［ψｉ，Ｇｉ］），

下标ｉ表示对应向量的第ｉ个分量。
综上所述，ＨＪＢ方程（１２）简化为：

０＝１２Ｘ
ＴＱＸ＋ＷＴＳＡＸ＋εＨＪＢ＋

σ２∑
２

ｉ＝１
ＷＭｉｌｎ［１－ｔａｎｈ

２（ψｉ）］－

１
２Ｗ

ＴＢＩ１Ｗ －
１
２Ｗ

ＴＢＩ２Ｗ （１７）

式中：ＢＩ１＝ＳＡＩ１（Ｓ）
Ｔ，ＡＩ１＝ＢＬＷ

－１
Ｉ１ Ｂ

Ｔ
Ｌ；ＢＩ２＝

ＳＡＩ２（Ｓ）
Ｔ，ＡＩ２＝ＣＬＷ

－１
Ｉ２Ｃ

Ｔ
Ｌ；ψｉ表示向量ψ的第

ｉ个分量；εＨＪＢ是由神经网络的有界逼近误差
ε（Ｘ）引起的残差项，满足

εＨＪＢ＝σ
２∑
２

ｉ＝１
ＷＭｉ

１
η２ｉ
［－２ｔａｎｈ（η１ｉ）］［１－

ｔａｎｈ２（η１ｉ）］φｉ－
１
２（Ｘε）

ＴＡＩ１［２（Ｓ）
ＴＷ＋Ｘε］－

１
２（Ｘε）

ＴＡＩ２［２（Ｓ）
ＴＷ＋Ｘε］＋（Ｘε）

ＴＡＸ

φｉ表示向量φ的第ｉ个分量。
但是，由于理想权重通常是未知的，上述ＨＪＢ

方程依然无法求解。因此，构建评价网络的在线

输出 Ｗｃ估计理想权重 Ｗ，式（１４）的近似结
构为：

Ｊ＾＝ＷＴｃＳ（Ｘ） （１８）

式中，Ｊ＾为对性能指标函数 Ｊ的估计。则其梯度

为ＸＪ
＾＝（Ｓ）ＴＷｃ。
将式（１８）代入式（１０），获得近似的微分博弈

策略：

Ｕ＾Ｉ１＝－Ｗ
－１
Ｉ１Ｂ

Ｔ
Ｌ（Ｓ）

ＴＷｃ

Ｕ＾Ｉ２＝－Ｗ
－１
Ｉ２Ｃ

Ｔ
Ｌ（Ｓ）

ＴＷｃ

Ｕ＾Ｍ＝σｔａｎｈ（Ｇ
＾{
）

（１９）

其中：Ｇ＾＝１
σ
Ｗ－１
Ｍ Ｄ

Ｔ
Ｌ（Ｓ）

ＴＷｃ。

·１４２·
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２．２．２　神经网络权值自适应更新律
将式（１９）重新代入式（１２），可得：

０＝１２Ｘ
ＴＱＸ＋ＷＴｃＳＡＸ＋

σ２∑
２

ｉ＝１
ＷＭｉｌｎ［１－ｔａｎｈ

２（Ｇｉ）］－

１
２Ｗ

Ｔ
ｃＢＩ１Ｗｃ－

１
２Ｗ

Ｔ
ｃＢＩ２ＷｃｅＨ （２０）

对比式（１７）和式（２０）可知，神经网络节点趋
近于无穷时，由神经网络残差引起的逼近误差 ｅＨ
将趋近于０。因此，选取评价网络的误差函数为

ＥＨ＝
１
２ｅ

Ｔ
ＨｅＨ。

对此，需要设计一个评价网络的权值更新律，

使得逼近误差ｅＨ趋近于０。通过梯度下降法，设
计评价网络的权值更新律为：

Ｗ·ｃ＝－αｃ
βｃ
ｍ２βｃ
ｅＨ ＋

αｃ∑（Ｘ，Ｕ＾Ｉ１，Ｕ＾Ｉ２，Ｕ＾Ｍ）Ｓ（Ａ１－Ａ２）ＸＪｓ＋

αｃ σＳＤＬＰ
βＴｃ
ｍ２βｃ
＋１２

βｃ
ｍ２βｃ
ＷＴｃ（ＢＩ１＋ＢＩ２[ ）－

Ｙ２－Ｙ１
βＴｃ
ｍβ

( ) ]
ｃ

Ｗｃ （２１）

式中：αｃ＞０表示评价网络的学习率；ｍβｃ＝１＋

βＴｃβｃ，βｃ＝Ｓ（ＡＸ＋ＢＬＵ
＾
Ｉ１ ＋ＣＬＵ

＾
Ｉ２ ＋ＤＬＵ

＾
Ｍ）；

Ａ２＝ＡＩ１＋ＡＩ２，Ａ１＝ＤＬＷ
－１
Ｍ （Ｉ－ＩＧ）Ｄ

Ｔ
Ｌ且 ＩＧ＝

ｄｉａｇ（ｔａｎｈ２Ｇ＾ｉ）；Ｐ＝－ｔａｎｈ（Ｇ
＾
）－ｓｇｎ（Ｇ＾）；Ｊｓ为满

足假设１的 Ｌｙａｐｕｎｏｖ函数；∑（Ｘ，Ｕ＾Ｉ１，Ｕ＾Ｉ２，Ｕ＾Ｍ）
定义为

∑（Ｘ，Ｕ＾Ｉ１，Ｕ＾Ｉ２，Ｕ＾Ｍ）＝
０，（ＸＪｓ）

Ｔ（ＡＸ＋ＢＬＵ
＾
Ｉ１＋ＣＬＵ

＾
Ｉ２＋ＤＬＵ

＾
Ｍ）＜０

１，{
其他

至此，权值更新律设计完成。

２．２．３　稳定性证明
在进行稳定性证明前，给出如下假设：

假设２　评价网络的理想权值 Ｗ与逼近误
差偏导数ε的范数均有界，即存在大于０的常
数使得 Ｗ ＜ｂＷ，Ｘε ＜ｂε成立。考虑到Ｘε
有界，则式（１６）中的评价网络残差项 εＩ１、εＩ２、εＭ
均有界，满足 εＩ１ ＜ｂＩ１、εＩ２ ＜ｂＩ２、εＭ ＜ｂＭ。

基于以上分析，可以得出如下定理：

定理１　针对式（７），当假设１、假设２成立
时，设计微分博弈策略和评价网络的权值更新律

分别如式（１９）、式（２１）所示，则闭环系统的状态
和权值估计误差满足最终一致有界稳定。其中，

权值误差定义为Ｗ ＝Ｗｃ＋珦Ｗｃ。
证明：选取Ｌｙａｐｕｎｏｖ函数：

Ｌｘ（ｔ）＝Ｊｓ（Ｘ）＋
１
２
珦ＷＴｃα

－１
ｃ 珦Ｗ
·

ｃ （２２）

则Ｌｘ（ｔ）关于时间求导可得：

Ｌ·ｘ（ｔ）＝（ＸＪｓ）
Ｔ（ＡＸ＋ＢＬＵ

＾
Ｉ１＋ＣＬＵ

＾
Ｉ２＋ＤＬＵ

＾
Ｍ）＋珦Ｗ

Ｔ
ｃα
－１
ｃ 珦Ｗ
·

ｃ

（２３）
在继续证明之前，先做如下的处理：

将式（２０）和式（１７）作差，可推得：

ｅＨ＝－珦Ｗ
Ｔ
ｃＳＡＸ＋２σ

２ＷＭ［ψ
Ｔｓｇｎ（ψ）－Ｇ＾ｓｇｎ（Ｇ＾）］＋

２σ２∑
２

ｉ＝１
ＷＭｉ
１＋ｅｘｐ［－２ψｉｓｇｎ（ψｉ）］

１＋ｅｘｐ［－２Ｇ＾ｉｓｇｎ（Ｇ
＾
ｉ）］
－

珦ＷＴｃＳＢＬＵ
＾
Ｉ１－珦Ｗ

Ｔ
ｃＳＣＬＵ

＾
Ｉ２＋

１
２
珦ＷＴｃＢＩ１珦Ｗｃ＋

１
２
珦ＷＴｃＢＩ２珦Ｗｃ－εＨＪＢ （２４）

根据ψ和Ｇ＾的定义，可得：

　２σ２ＷＭ［ψ
Ｔｓｇｎ（ψ）－Ｇ＾ｓｇｎ（Ｇ＾）］

＝σ珦ＷＴｃＳＤＬｓｇｎ（Ｇ
＾
）＋σ珦ＷＴｃＳＤＬ［ｓｇｎ（ψ）－ｓｇｎ（Ｇ

＾
）］

（２５）
则ｅＨ最终表示为：

ｅＨ＝－珦Ｗ
Ｔ
ｃ｛Ｓ（ＡＸ＋ＢＬＵ

＾
Ｉ１＋ＣＬＵ

＾
Ｉ２＋ＤＬＵ

＾
Ｍ）＋

σＳＤＬ［－ｔａｎｈ（Ｇ
＾
）－ｓｇｎ（Ｇ＾）］｝＋

１
２
珦ＷＴｃＢＩ１珦Ｗｃ＋

１
２
珦ＷＴｃＢＩ２珦Ｗｃ＋ΔｅＨ （２６）

其中：

ΔｅＨ ＝σ珦Ｗ
Ｔ
ｃＳＤＬ［ｓｇｎ（ψ）－ｓｇｎ（Ｇ

＾
）］＋

２σ２∑
２

ｉ＝１
ＷＭｉ
１＋ｅｘｐ［－２ψｉｓｇｎ（ψｉ）］

１＋ｅｘｐ［－２Ｇ＾ｉｓｇｎ（Ｇ
＾
ｉ）］
－εＨＪＢ

根据式（２１），考虑到 珦Ｗｃ＝Ｗ －Ｗｃ，可得：

　珦ＷＴｃα
－１
ｃ 珦Ｗ
·

ｃ

＝－珦ＷＴｃ
βｃβ

Ｔ
ｃ

ｍ２βｃ
珦Ｗｃ＋ΔｅＨ

βＴｃ
ｍ２βｃ
珦Ｗｃ－

σ珦ＷＴｃＳＤＬＰ
βＴｃ
ｍ２βｃ
Ｗ ＋

１
２
珦ＷＴｃ
βｃ
ｍ２βｃ
ＷＴ（ＢＩ１＋ＢＩ２）Ｗ －

珦ＷＴｃ
βｃ
ｍ２βｃ
ＷＴ（ＢＩ１＋ＢＩ２）（Ｗ －珦Ｗｃ）－

∑（Ｘ，Ｕ＾Ｉ１，Ｕ＾Ｉ２，Ｕ＾Ｍ）（ＸＪｓ）Ｔ（Ａ１－Ａ２）（Ｓ）Ｔ珦Ｗｃ＋
珦ＷＴｃ Ｙ２－Ｙ１

βＴｃ
ｍβ

( )
ｃ

Ｗｃ （２７）

式中，珦ＷＴｃ Ｙ２－Ｙ１
βＴｃ
ｍβ( )
ｃ
Ｗｃ可整理为：

·２４２·
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　珦ＷＴｃ Ｙ２－Ｙ１
βＴｃ
ｍβ( )
ｃ
Ｗｃ

＝珦ＷＴｃＹ２Ｗ －珦Ｗ
Ｔ
ｃＹ２珦Ｗｃ－珦Ｗ

Ｔ
ｃＹ１
βＴｃ
ｍβｃ
Ｗ＋珦ＷＴｃＹ１

βＴｃ
ｍβｃ
珦Ｗｃ

（２８）
综上所述，式（２３）最终可整理为：

Ｌ·ｘ（ｔ）＝－珦Ｗ
Ｔ
ｃ
βｃβ

Ｔ
ｃ

ｍ２βｃ
珦Ｗｃ－珦Ｗ

Ｔ
ｃＹ２珦Ｗｃ＋

珦ＷＴｃ
βｃ
ｍβｃ

Ｙ１＋
１
ｍβｃ
ＷＴ（ＢＩ１＋ＢＩ２[ ]）珦Ｗｃ＋

珦ＷＴｃ
βｃ
ｍβｃ

－ １２ｍβｃ
ＷＴ（ＢＩ１＋ＢＩ２）Ｗ ＋

１
ｍβｃ
Δｅ[ ]Ｈ ＋

（ＸＪｓ）
Ｔ（ＡＸ＋ＢＬＵ

＾
Ｉ１＋ＣＬＵ

＾
Ｉ２＋ＤＬＵ

＾
Ｍ）＋

珦ＷＴｃ Ｙ２Ｗ －Ｙ１
βＴｃ
ｍβｃ
Ｗ －σＳＤＬＰ

βＴｃ
ｍ２βｃ
Ｗ( ) －

∑（Ｘ，Ｕ＾Ｉ１，Ｕ
＾
Ｉ２，Ｕ
＾
Ｍ）（ＸＪｓ）

Ｔ（Ａ１－Ａ２）（Ｓ）
Ｔ珦Ｗｃ
（２９）

定义ｚＴ＝［珦ＷＴｃ，珦Ｗ
Ｔ
ｃ珔βｃ］，珔βｃ＝

βｃ
ｍβｃ
，可得：

Ｌ·ｘ（ｔ）＝－ｚ
ＴＭｚ＋ｚＴＮ＋

　（ＸＪｓ）
Ｔ（ＡＸ＋ＢＬＵ

＾
Ｉ１＋ＣＬＵ

＾
Ｉ２＋ＤＬＵ

＾
Ｍ）－

　∑（Ｘ，Ｕ＾Ｉ１，Ｕ＾Ｉ２，Ｕ＾Ｍ）（ＸＪｓ）Ｔ（Ａ１－Ａ２）（Ｓ）Ｔ珟Ｗｃ
≤－λｍｉｎ（Ｍ）ｚ２＋ Ｎ ｚ＋

　（ＸＪｓ）
Ｔ（ＡＸ＋ＢＬＵ

＾
Ｉ１＋ＣＬＵ

＾
Ｉ２＋ＤＬＵ

＾
Ｍ）－

　∑（Ｘ，Ｕ＾Ｉ１，Ｕ＾Ｉ２，Ｕ＾Ｍ）（ＸＪｓ）Ｔ（Ａ１－Ａ２）（Ｓ）Ｔ珦Ｗｃ
（３０）

式中：

Ｍ＝
Ｙ２ ｍ１２
ｍ１２[ ]Ｉ

Ｎ＝
Ｙ２Ｗ－Ｙ１珔β

ＴＷ－Γ

－ １２ｍβｃ
ＷＴ（ＢＩ１＋ＢＩ２）Ｗ＋

１
ｍβｃ
Δｅ









Ｈ

ｍ１２＝－
１
２ Ｙ１＋

１
ｍβｃ
ＷＴ（ＢＩ１＋ＢＩ２[ ]）

Γ＝σＳＤＬＰ
珔βＴ
ｍβｃ
Ｗ

－λｍｉｎ（·）表示对应矩阵的最小特征值。

考虑到式（３０）的取值和∑（Ｘ，Ｕ＾Ｉ１，Ｕ＾Ｉ２，
Ｕ＾Ｍ）有关，下面根据∑（Ｘ，Ｕ＾Ｉ１，Ｕ＾Ｉ２，Ｕ＾Ｍ）的取值
分两种情况讨论：

情况１：∑（Ｘ，Ｕ＾Ｉ１，Ｕ＾Ｉ２，Ｕ＾Ｍ）＝０。此时ＸＪｓ
满足（ＸＪｓ）

Ｔ（ＡＸ＋ＢＬＵ
＾
Ｉ１＋ＣＬＵ

＾
Ｉ２＋ＤＬＵ

＾
Ｍ）＜０，

则式（３０）可改写为：

Ｌ·ｘ（ｔ）≤－λｍｉｎ（Ｍ） ｚ－ Ｎ
２λｍｉｎ（Ｍ( )）

２

＋ Ｎ ２

４λｍｉｎ（Ｍ）
（３１）

此时，若式（３２）成立，则 Ｌ·ｘ（ｔ）＜０。

ｚ＞ Ｎ
λｍｉｎ（Ｍ）

（３２）

情况２：∑（Ｘ，Ｕ＾Ｉ１，Ｕ＾Ｉ２，Ｕ＾Ｍ）＝１。此时，在
评价网络的学习过程中闭环信号不再有界，考虑

如式（３３）所示的泰勒级数展开式。

ｔａｎｈ（ψ）－ｔａｎｈ（Ｇ＾）＝１σ
Ｗ－１
Ｍ （Ｉ－ＩＧ）Ｄ

Ｔ
Ｌ（Ｓ）

Ｔ珦Ｗｃ＋ｂｏ

（３３）

式中：ｂｏ＝ｏ（ψ－Ｇ
＾
）２为（ψ－Ｇ＾）２的高阶无穷小。

又有Ｘε＝－（Ｓ）
Ｔ珦Ｗｃ，此时，式（３０）转换为：

Ｌ·ｘ（ｔ）≤－λｍｉｎ（Ｍ）ｚ
２＋ Ｎ ｚ＋

（ＸＪｓ）
Ｔ（ＡＸ＋ＢＬＵＩ１＋ＣＬＵＩ２＋ＤＬＵＭ）＋

σｂｏ（ＸＪｓ）
ＴＤＬ－（ＸＪｓ）

ＴＤＬεＭ －
（ＸＪｓ）

ＴＢＬεＩ１－（ＸＪｓ）
ＴＣＬεＩ２ （３４）

当假设１成立时，即

Ｊ·ｓ（Ｘ）＜－（ＸＪｓ）
ＴΛＸＪｓ，则式（３４）简化为：

Ｌ·ｘ（ｔ）≤－λｍｉｎ（Ｍ） ｚ－ Ｎ
２λｍｉｎ（Ｍ( )）

２

－

λｍｉｎ（Λ） ＸＪｓ －
ｂ１

２λｍｉｎ（Λ( )）
２

＋ｂ２

（３５）
式中：ｂ１＝σｂｏｂＤ－ｂＤｂＭ －ｂＢｂＩ１－ｂＣｂＩ２，ｂＤ、ｂＭ、ｂＢ、

ｂＣ、ｂＩ１、ｂＩ２均为有界复合常数；ｂ２＝
Ｎ ２

４λｍｉｎ（Ｍ）
＋

ｂ２１
４λｍｉｎ（Λ）

。　

因此，若要保证 Ｌ·ｘ（ｔ）＜０，必须满足：

ｚ＞ Ｎ
２λｍｉｎ（Ｍ）

＋
ｂ２

λｍｉｎ（Ｍ槡 ）
（３６）

或者

ＸＪｓ ＞
ｂ１

２λｍｉｎ（Λ）
＋

ｂ２
λｍｉｎ（Λ槡 ）

（３７）

通过上述证明，可以保证权值更新误差 珦Ｗｃ
是半全局一致最终有界的，定理１证毕。

３　仿真验证

为验证本文所提出的机动能力受限下基于自

适应动态规划算法的博弈弹道优化方法的正确性

和有效性，设置如下仿真场景，并将仿真结果与比

例导引法、非机动能力受限下自适应动态规划算

法（在策略设计时未考虑机动能力受限，仅在仿

·３４２·
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真中对加速度进行限幅处理）进行对比研究。由

于在打击阶段不存在拦截导弹，故采用比例导引

打击目标。

３．１　仿真条件

各仿真参数如下：

突防阶段１控制能量权重 ｗｔ１Ｉ１＝０１、ｗｔ１Ｉ２＝
０１、ｗｔ１Ｍ＝００８；突防阶段２控制能量权重ｗｔ２Ｉ２＝
０８８、ｗｔ２Ｍ＝０１；初始时间ｔ０＝０ｓ；拦截导弹１、拦
截导弹２和弹道导弹在弹道系ｘ、ｚ方向上的最大
加速度分别取０ｍ／ｓ２、６０ｍ／ｓ２。

仿真使用的神经网络为单隐层神经网络，突

防阶段１输入层为１２个状态量，隐含层中含有
１２个神经元；突防阶段２输入层为８个状态量，
隐含层中含有８个神经元；神经网络相关参数均
为无量纲量，设计如下：

１）突防阶段１：学习率αｃｔ１＝－３×１０
－６，增益

σｔ１＝６０，设计参数 Ｙ１ｔ１＝３，Ｙ２ｔ１＝３０×［１，１，１，１，
１，１，１，１，１，１，１，１］Ｔ。

２）突防阶段２：学习率αｃｔ２＝－３×１０
－６，增益

σｔ２＝６０，设计参数 Ｙ１ｔ２＝３，Ｙ２ｔ２＝３０×［１，１，１，１，
１，１，１，１］Ｔ。

需要注意的是，由于模型中状态量 Ｘ的各分
量的量级差异较大，在使用激活函数之前需要进

行归一化处理。

攻防双方的博弈初始条件如表１所示。

表１　攻防双方的博弈初始条件
Ｔａｂ．１　Ｉｎｉｔｉａｌｃｏｎｄｉｔｉｏｎｏｆｔｈｅｇａｍｅｂｅｔｗｅｅｎ

ａｔｔａｃｋａｎｄｄｅｆｅｎｓｅ

成员
初始位置／
ｋｍ

初始速度／
（ｍ／ｓ）

初始弹道

偏角／（°）

弹道导弹 （０，－５） １５００ 　０

拦截导弹１ （４０，０） １８００ －１７２．８７

拦截导弹２ （５０，０） ２２００ －１７２．２９

目标 （７５，０） ２０ 　０

３．２　仿真结果

本节将在数值仿真中验证所设计的机动能

力受限下自适应动态规划算法，并与比例导引

法、非机动能力受限下自适应动态规划算法的

仿真结果进行对比，仿真结果如图 ４～７所示。
为了充分体现本文所提方法的突防有效性，还

将设置两个策略组合，并通过数值打靶的方式

计算弹道导弹的突防成功概率，仿真结果如

图８、表２所示。

由图４、图 ５可知，在本文提出的突防方法
下，弹道导弹很好地完成了突防任务。具体来说，

在面对拦截导弹１、拦截导弹２的攻击时，弹道导
弹采取了适当的机动来躲避拦截导弹的进攻，从

而实现成功突防。在成功躲避拦截导弹后，也完

成了打击地面目标的任务。而在比例导引法下，

弹道导弹并没有考虑逃逸机动，且拦截导弹的初

始位置和初始速度更具优势，使得弹道导弹无法

成功突防。

图４　机动能力受限下攻防双方在ｘＯｚ平面的飞行轨迹
Ｆｉｇ．４　Ｆｌｉｇｈｔｔｒａｊｅｃｔｏｒｉｅｓｏｆａｔｔａｃｋａｎｄｄｅｆｅｎｓｅｉｎ

ｘＯｚｐｌａｎｅｗｉｔｈｌｉｍｉｔｅｄｍａｎｅｕｖｅｒａｂｉｌｉｔｙ

图５　比例导引法下攻防双方在ｘＯｚ平面的飞行轨迹
Ｆｉｇ．５　ＦｌｉｇｈｔｔｒａｊｅｃｔｏｒｉｅｓｏｆａｔｔａｃｋａｎｄｄｅｆｅｎｓｅｉｎｘＯｚｐｌａｎｅ

ｗｉｔｈｐｒｏｐｏｒｔｉｏｎａｌｎａｖｉｇａｔｉｏｎｍｅｔｈｏｄ

·４４２·
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从弹道导弹的加速度曲线图６可以看出，相
较于非机动能力受限下自适应动态规划算法，在

所设计的控制算法下，弹道导弹的控制输入始终

处于机动能力受限范围内，这表明所设计的算法

实现了对输入饱和现象的有效处理。

（ａ）机动能力受限
（ａ）Ｌｉｍｉｔｅｄｍａｎｅｕｖｅｒａｂｉｌｉｔｙ

　
（ｂ）非机动能力受限

（ｂ）Ｌｉｍｉｔｅｄｎｏｎｍａｎｅｕｖｅｒａｂｉｌｉｔｙ

图６　弹道导弹加速度曲线
Ｆｉｇ．６　Ｂａｌｌｉｓｔｉｃｍｉｓｓｉｌｅａｃｃｅｌｅｒａｔｉｏｎｃｕｒｖｅ

从拦截导弹的加速度曲线图７可以看出，相
较于非机动能力受限下的自适应动态规划算法，

在所设计的控制算法下，拦截导弹的控制输入也

更小。

（ａ）机动能力受限下拦截
导弹１加速度曲线

（ａ）Ａｃｃｅｌｅｒａｔｉｏｎｃｕｒｖｅｏｆ
ｉｎｔｅｒｃｅｐｔｏｒｍｉｓｓｉｌｅ１ｗｉｔｈ
ｌｉｍｉｔｅｄｍａｎｅｕｖｅｒａｂｉｌｉｔｙ

　

（ｂ）非机动能力受限下拦截
导弹１加速度曲线

（ｂ）Ａｃｃｅｌｅｒａｔｉｏｎｃｕｒｖｅｏｆ
ｉｎｔｅｒｃｅｐｔｏｒｍｉｓｓｉｌｅ１ｗｉｔｈ
ｌｉｍｉｔｅｄｎｏｎｍａｎｅｕｖｅｒａｂｉｌｉｔｙ

为系统评估本文所提方法的突防性能，设置

了两种策略组合进行对比仿真。基准策略组合

（１号）：攻防双方均采用经典的比例导引法。待
考察策略组合（２号）：弹道导弹采用本文所提的
方法，而拦截导弹仍采用比例导引法。通过调整

弹道导弹的初始位置，设置１１０组数值打靶仿真
工况。弹道导弹ｘ方向初始位置的区间为－２０～
２０ｋｍ，步长为 ４ｋｍ；ｚ方向初始位置的区间为
－１０～１０ｋｍ，步长为 ２ｋｍ，不包括 ０ｋｍ。图 ８
中，突防成功表示弹道导弹能够摆脱拦截导弹，并

成功打中目标；反之，便是突防失败。

从图８能够看出，在策略组合１下，弹道导弹

（ｃ）机动能力受限下拦截
导弹２加速度曲线

（ｃ）Ａｃｃｅｌｅｒａｔｉｏｎｃｕｒｖｅｏｆ
ｉｎｔｅｒｃｅｐｔｏｒｍｉｓｓｉｌｅ２ｗｉｔｈ
ｌｉｍｉｔｅｄｍａｎｅｕｖｅｒａｂｉｌｉｔｙ

　

（ｄ）非机动能力受限下拦截
导弹２加速度曲线

（ｄ）Ａｃｃｅｌｅｒａｔｉｏｎｃｕｒｖｅｏｆ
ｉｎｔｅｒｃｅｐｔｏｒｍｉｓｓｉｌｅ２ｗｉｔｈ
ｌｉｍｉｔｅｄｎｏｎｍａｎｅｕｖｅｒａｂｉｌｉｔｙ

图７　拦截导弹加速度曲线
Ｆｉｇ．７　Ｉｎｔｅｒｃｅｐｔｍｉｓｓｉｌｅａｃｃｅｌｅｒａｔｉｏｎｃｕｒｖｅ

的ｘ方向初始位置距离拦截导弹越近，留给拦截
导弹的反应距离越短，能够突防成功时的 ｚ方向
初始位置区间就越大。而在策略组合２下，ｚ方
向初始距离绝对值过大，会突防失败，这是由于弹

道导弹在拦截阶段进行躲避机动，在打击阶段时

距离目标较远，无法打中目标。

（ａ）策略组合１
（ａ）Ｓｔｒａｔｅｇｙｃｏｍｂｉｎａｔｉｏｎ１

　
（ｂ）策略组合２

（ｂ）Ｓｔｒａｔｅｇｙｃｏｍｂｉｎａｔｉｏｎ２

图８　不同策略组合下的数值打靶结果
Ｆｉｇ．８　Ｎｕｍｅｒｉｃａｌｔａｒｇｅｔｓｈｏｏｔｉｎｇｒｅｓｕｌｔｓｕｎｄｅｒ

ｄｉｆｆｅｒｅｎｔｓｔｒａｔｅｇｙｃｏｍｂｉｎａｔｉｏｎｓ

表２　不同策略组合下的突防成功概率
Ｆｉｇ．２　Ｔｈｅｐｒｏｂａｂｉｌｉｔｙｏｆｓｕｃｃｅｓｓｆｕｌｐｅｎｅｔｒａｔｉｏｎｕｎｄｅｒ

ｄｉｆｆｅｒｅｎｔｓｔｒａｔｅｇｙｃｏｍｂｉｎａｔｉｏｎｓ

组合序号
突防成功

工况数

突防失败

工况数

突防成功

概率／％

１ ３３ ７７ ３０

２ ６６ ４４ ６０

　　从表 ２能够看出，策略组合 ２相比策略组
合１的突防成功概率提升了３０％，这表明了本文
所提方法能够有效地提升“一红突二蓝”场景下

弹道导弹的突防成功概率。

·５４２·
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４　结论

本文针对机动能力受限下微分博弈问题的数

值求解研究，设计了考虑机动能力受限的性能指

标函数以及微分博弈模型，设计了一种机动能力

受限下的博弈策略，并引入自适应动态规划算法

在线求解该问题得到微分博弈数值策略。所生成

的博弈策略考虑了机动能力受限问题并有效实现

弹道导弹的突防和打击地面高价值目标的任务。

仿真结果表明了所提出的“一红突二蓝”场景下

考虑机动能力受限的微分博弈问题的自适应动态

规划求解方法的有效性。
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