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摘  要：在大数据智能化时代，知识已成为驱动技术发展的根源动力。大数据知识融合通过关联多源碎片化数据构建统一知识体系，是增强知识完备性、提升认知智能水平的关键支撑。立足于基本范式与经典方法，系统归纳了知识表示学习、知识对齐匹配及知识冲突消解三大关键环节的研究现状。同时，深入探讨了大数据背景下的新进展，涵盖时序知识融合、跨模态知识融合及大语言模型知识融合等前沿方向。在此基础上，展望未来发展趋势，重点分析了符号化与参数化知识融合、跨模态时序知识融合等潜在研究问题。全景式梳理基础环节与新兴范式，旨在为大数据知识融合领域的理论扩展与技术演进提供重要借鉴与指导。在大数据智能化时代，知识已成为人类创造力与高新信息技术有机协同的根源性驱动力。大数据知识融合旨在关联多源碎片化数据，形成统一的知识体系，是增强知识完备性、提升认知智能水平的关键支撑。综述从大数据知识融合的基本范式与经典方法切入，对知识表示学习、知识对齐匹配、知识冲突消解三个关键环节的相关工作进行了总结归纳，探讨了大数据背景下知识融合的新进展，涵盖时序知识融合、跨模态知识融合及大语言模型知识融合等方向，最后就未来的研究方向进行了展望，并着重讨论了符号化知识与参数化知识融合以及跨模态时序知识融合等未来潜在的研究方向和问题。总体而言，作为少数系统性覆盖了大数据知识融合“表示-对齐-消解”基础全环节以及时序、多模态、大模型等相关前沿新范式的综述工作之一，文章从更全面的视角梳理了大数据知识融合的研究现状，并结合近年的研究热点和进展为大数据知识融合范畴的进一步扩展提供了借鉴和指导。	Comment by NSRH: 中文摘要字数建议在250~300字为宜，中文摘要建议减少使用“本文”“文章”“综述”“首先”“其次”“最后”等用语，不使用我、我们、本研究等第一人称表述。
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Abstract: In the era of big data intelligence, knowledge has become the fundamental driving force for technological development. Big data knowledge fusion, which constructs a unified knowledge system by associating multi-source fragmented data, serves as a key support for enhancing knowledge completeness and improving cognitive intelligence. Based on basic paradigms and classic methods, the research status of three key links—knowledge representation learning, knowledge alignment matching, and knowledge conflict resolution—was systematically summarized. Meanwhile, new progress in the context of big data was deeply explored, covering frontier directions such as temporal knowledge fusion, cross-modal knowledge fusion, and large language model knowledge fusion. Furthermore, future development trends were prospected, and potential research issues, including the fusion of symbolic and parametric knowledge as well as cross-modal temporal knowledge fusion, were highlighted. Through a panoramic review of basic links and emerging paradigms, important reference and guidance are provided for theoretical expansion and technological evolution in the field of big data knowledge fusion.In the era of big data and intelligent technologies, knowledge has become the fundamental driving force for the organic synergy between human creativity and advanced information technologies. Big data knowledge fusion aims to interconnect multi-source, fragmented data to form a unified knowledge system, serving as a critical support for enhancing the completeness of knowledge systems and improving the level of cognitive intelligence. This survey commences with an overview of the basic paradigms and classic methods of knowledge fusion, summarizing and reviewing the relevant work in three crucial stages: knowledge representation learning, knowledge alignment, and knowledge conflict resolution. It further explores recent advancements in knowledge fusion in the context of big data, covering directions such as temporal knowledge fusion, cross-modal knowledge fusion, and knowledge fusion with large language models. Finally, this paper provides an outlook on future research directions, with a specific focus on potential research issues such as the integration of symbolic and parametric knowledge, and cross-modal temporal knowledge fusion. Overall, as one of the few surveys that systematically covers the entire foundational pipeline of "representation-alignment-resolution" alongside emerging paradigms involving temporal, cross-modal, and large language model-based fusion, this paper reviews the current state of big data knowledge fusion from a comprehensive perspective. By incorporating recent research hotspots and advancements, it provides valuable insights and guidance for further expanding the scope of this field.
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知识是对客观世界规律的认知与总结，是指导实践的根本。上20世纪70年代，专家系统之父、斯坦福大学爱德华·费根鲍姆教授首创知识工程这一概念，其目的是将人类专家的知识输入到计算机中并建立推理机制，让机器也拥有知识并能进行计算和推理，从而解决实际问题[1]。传统知识工程中的知识获取来源主要是领域专家，且知识多以本体、规则、逻辑表达式等形式存在。传统知识工程在各领域都发挥了显著作用，但在知识规模不断增长的大数据时代，这种知识管理方式不仅人工成本高，且受制于专家经验，难以有效应对复杂多变的动态环境[2]。
为解决上述问题，大数据知识工程应运而生，其旨在从跨模态、跨域的大数据中挖掘碎片知识，并融合成结构化知识，实现知识生产自动化，建立结果可溯因、证据可解释的智能推理机制[3]。与自上而下、专家先验知识驱动的传统知识工程不同，大数据知识工程的知识获取和融合过程以机器为主、人工为辅，采用知识与数据驱动相结合的方式自下而上地构建知识体系。最具代表性的知识图谱技术（knowledge graph，KG），便是从海量半结构化、非结构化数据以及存量结构化数据中抽取得到结构化知识[4]。大数据知识工程的研究范畴一般包含数据知识化、知识体系化和知识可推理三个部分[3]，其中，知识体系化主要借助大数据知识融合技术，将跨域的碎片知识融合成知识体系，为求解特定工程问题的知识推理提供支撑。
大数据知识融合旨在将不同来源的各类知识进行对齐、合并，从而形成全局统一的知识体系。现有相关研究主要集中在知识图谱间的融合，一般先通过表示学习技术将符号化的知识转换成向量表示，随后在向量空间中进行知识对齐匹配以建立多源知识之间的关联[5]，最后借助冲突消解等技术消除不同知识之间的冲突，实现知识的合并[6]，形成准确一致的知识体系。近年来，大数据知识融合的研究范畴也进一步扩展，一方面，时序知识、多模态知识等多样化知识形态的涌现，对知识融合能力提出了更高要求[7]；另一方面，大语言模型（large language model，LLM）等生成式人工智能技术的出现，引入了“参数化知识”这一全新的知识类型[8]，催生了对参数化知识与传统符号化知识间融合方式的新探索[9]。
本文旨在大数据知识工程的背景下，系统性地阐述大数据知识融合的一般流程和技术，概述代表性工作，同时进一步扩展综述的范围，介绍时序知识融合、跨模态知识融合，以及涉及大模型的知识融合等方向的最新进展，以期为读者们提供前沿和全面的介绍。表1总结了传统知识工程、主流大数据知识工程与本文所关注的前沿大数据知识融合的特征与差异。
相关工作 尽管目前已有部分知识融合相关的综述性研究，但尚缺乏对大数据知识融合相关技术较全面的综述。具体地，文献[7, 101-112]综述了本体、数据库等形式的知识融合框架及算法，而忽视了知识图谱融合的相关工作；文献[123]对多源环境下的知识图谱融合技术进行了综述，但未涉及到冲突消解相关工作，且综述的文献均发表于2020年之前；文献[134-167]则对知识融合中的表示学习及实体对齐方法进行了综述，同样没有涉及冲突消解相关工作；文献[178]综述了知识融合的支撑理论，不涉及具体方法和技术的介绍；文献[189]综述了知识图谱融合中的表示学习和冲突消解技术，但未涉及对齐匹配方法的相关工作；此外，目前尚未有将近年来涌现的新类型知识纳入综述范围的相关文献。	Comment by NSRH: 全文参考文献请采用顺序编码制引用
总结而言：（1）针对现有相关综述覆盖范围不够全面，特别是普遍忽视了知识融合的冲突消解环节，而本文按照“表示学习-对齐匹配-冲突消解”三个环节进行了更全面的梳理；（2）现有综述视角局限于一般知识图谱的融合，而本文还突破了局限于一般知识图谱融合的传统视角，纳入综述了近年新兴的时序知识、多模态知识和参数化知识的融合等内容，拓展了大数据知识融合的范畴；（3）在综述现有工作基础上，本文进一步展望了大数据知识融合未来研究方向，凝练了相关研究问题的未来挑战。
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Table 1  Evolutionary lineage of knowledge engineering and knowledge fusion technology
	维度
	时间
	研究对象
	研究范畴
	主要技术

	传统知识工程
	上世纪70年代-21世纪初
	领域专家知识
	规则、逻辑表达式、本体等
	规则挖掘、模式匹配、本体融合等

	大数据知识工程
	2010年代-
	海量多源异构数据
	知识图谱等
	知识抽取、表示学习、实体对齐、图谱推理等

	大数据知识融合工程
	2015年-
	海量多源多模态异构数据、大模型参数
	（时序、多模态）知识图谱、大模型参数化知识等
	（时序、多模态）表示学习、对齐匹配、冲突消解、大模型检索增强生成、知识编辑等




1  大数据知识融合基础
传统知识工程中，知识大多为人工提取，以逻辑表达式、语义网络等形式表示和存储，而知识融合则通常通过专家编写的规则实现[2119]。例如，Garner等人将求解特定问题的知识表示为“问题地图”（problem maps），其中包含了特定问题的求解路径[2220]，通过在统一的目标空间中整合不同专家的求解路径，实现了专家知识的融合。Thone等人将知识建模为概念之间的关联，以一个值在0到1之间的小数表示每条知识的不确定性，并提出了一系列逻辑规则以融合这种不确定知识[2321]。后续研究逐渐使用本体来建模知识，而知识融合也随之发展为一项旨在发现不同知识本体中等价的类、属性及关系，以实现模式层的对齐的任务[2422]。早期的本体对齐方法主要以基于规则的匹配技术为主，后来逐步发展出融合语言学特征、结构特征与外部资源等多种策略。例如，V-Doc（virtual document）模型结合字符级相似度以及向量空间表示，实现属性映射，进而识别相似属性[2523]；Anchor-PROMPT[2624]与Similarity Flooding[2725]分别从路径结构和节点相似性传播的角度提升了本体对齐效果。此外，一些研究还引入了跨语言本体对齐、演化模型、概率建模和深度匹配等新兴手段，以增强本体对齐的鲁棒性与可扩展性[2826-2927]。
进入大数据时代后，知识图谱成为组织和表示知识的主流形式，而大数据知识融合的研究重心也落在面向知识图谱的融合。知识图谱融合相关研究通常包含三个核心环节：知识表示学习、知识对齐匹配和知识冲突消解。知识表示学习将符号化的实体和关系映射到低维连续的向量空间中，为衡量不同知识源之间的关联提供基础。知识对齐匹配旨在识别多个知识源中语义等价或相近的实体与关系。知识冲突消解则评估并处理融合过程中出现的矛盾和不一致（例如，同一实体的属性值冲突），以保证最终融合后的知识体系的逻辑一致性与事实准确性。上述三个环节协同作用，构成了大数据知识融合的基础框架。本章将围绕这三个关键环节，对相关技术及其最新进展进行概述，其中一些具有代表性的基础方法及时间轴示意图详见表2及图1。
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Table 21  Basic Methods for Big Data Knowledge Fusion
	环节
	分类
	代表性工作
	描述
	适用场景
	典型局限

	知识表示学习
	基于平移
	[3228][3329][3430][3631] 
	利用向量平移建模实体与关系间关联
	适用于以简单关系模式为主的场景
	表达复杂关系能力受限

	
	基于图神经网络
	[4332][4433][4534]
	利用图结构聚合邻接节点与边的特征以建模实体上下文
	适用于以复杂多跳关联关系为主的场景
	异构、稀疏图场景下效果受限

	知识对齐匹配
	基于得分优化
	[5135][5236][5337][5438][5539]
	通过改进相似度度量方式优化相似度得分
	适用于对齐匹配中相似度偏差显著的场景
	可能得到局部最优结果

	
	基于全局对齐
	[5640][5741][6442][6543]
	在匹配过程中施加全局对齐约束以实现更准确的对齐匹配
	适用于有全局对齐约束的场景
	对复杂动态对齐场景的适应性不足

	知识冲突消解
	基于规则与概率
	[6844][6945][7046][7147][7248]
	依赖逻辑推理和统计概率模型等消解冲突
	适用于领域规模可控，知识边界清晰的场景
	依赖符号信息，拓展性较差

	
	基于表示学习
	[7349][7450][7551][7652]
	基于知识语义和结构的向量表示消解冲突
	适用于大规模、多源噪声场景
	可解释性较差，计算成本与训练难度较高
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[bookmark: _Ref210723826][bookmark: _Hlk210733755]图1  知识图谱融合部分代表性方法（2017-2023年）时间轴。不同的颜色代表所侧重的不同知识融合环节	Comment by NSRH: 建议删除这句话，图例中已有表明，或者可以移至正文，图题需要精简
Fig.1  Timeline of partial representative methods (2017-2023) for knowledge graphs fusion. Different colors represent different stages of knowledge fusion that are emphasized
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1.1  知识表示学习
知识表示学习旨在将不同知识图谱中原本异构且离散的符号信息转化为统一的向量表示，同时保留其语义和结构等关键信息，为后续对齐匹配与冲突消解提供基础[3059]。与当前主流的知识表示学习方法类似，面向知识融合的表示学习方法主要也分为基于平移与基于图神经网络两大类。
基于平移的方法 该类方法将关系看作是知识图谱向量空间中从头实体到尾实体的一种平移，代表性方法为TransE[3160]。在面向知识融合的知识表示学习中，MTransE首先提出利用TransE系列模型学习实体表示进而用于实体对齐[3228]，其在TransE思想的基础上，将不同知识图谱分别映射到单独的向量空间中，再通过轴校准、平移向量或线性变换等方式建立不同向量空间之间的映射关联，使得不同空间中的向量变得可比，如图2所示。其中，线性转换策略采用如下的损失函数：

        (1)











其中，和是可学习的线性变换矩阵，是两个知识图谱间预先已对齐的关系三元组的集合，分别代表源和目标知识图谱中的三元组且与、与分别为同一实体，与为同一关系，而加粗符号则代表三元组中实体和关系对应的向量表示，为L1或L2范数。通过最小化损失函数，该策略能够使得转换后的源知识图谱与目标图谱中已对齐的实体和关系向量尽可能接近，进而辅助推理出其他对等的实体或关系。
[image: ]
[bookmark: _Ref210921736]图2  MTransE方法框架图
Fig.2  Framework of MTransE
[bookmark: _Hlt212106755]相比之下，IPTransE不再为不同知识图谱分别构建独立的向量空间，而是通过设计跨图谱的嵌入策略（如参数共享），直接将多个知识图谱映射到同一向量空间中[3329]；TransEdge则针对TransE中关系表示与实体表示相互独立的局限，提出以关系为中心的建模方式，将头尾实体信息融入关系表示，有效增强了模型对复杂关系的表示能力[3430]；BootEA利用初始训练集对实体进行联合表示学习，并采用数据增强与自举策略迭代式地扩展训练集，在DBP15K[3561]、DWY100K[3631]等基准上，相较早期平移类方法，其在Hits@1核心指标上表现出更明显的提升，最高分别提升17.47%和18.24%；近年来，仍有一系列研究继续扩展与优化面向知识图谱融合的知识表示方法[3754, 62-3963]。
基于图神经网络的方法 为进一步挖掘知识图谱中实体间的邻接特征与多跳关联，研究者引入了图神经网络（graph neural network，GNN）框架，通过聚合实体邻接节点与边的特征进行知识表示学习。典型方法包括图卷积神经网络（graph convolutional network，GCN）[4064]、关系图卷积网络（relational graph convolutional network，R-GCN）[4165]、图注意力网络（graph attention network，GAT） [4266]等，它们通过图卷积操作及注意力机制，有效增强了模型对结构复杂知识图谱的表示能力。GCN-Align首次将图神经网络模型引入知识图谱融合任务[4332]，模型框架如图3所示。该方法基于一个核心假设：不同知识图谱中相同的实体具有相似的邻接结构和属性特征。为此，GCN-Align利用图卷积网络（GCN）聚合邻域信息以学习实体表示，并设计了一个对齐损失函数，促使两个知识图谱中相同实体的向量表示尽可能接近，进而通过训练，使得不同知识图谱实体表示具有可比性。为缓解知识图谱间结构差异大的问题，多通道图神经网络（multi-channel graph neural network，MuGNN）设计了多通道图神经网络结构，从不同的邻域层次和关系维度对实体进行多视角编码，更充分地捕捉异构知识图谱中的语义和结构信息，从而提升跨图谱融合的性能[4433]。RREAMao等人指出现有方法通常假设不同知识图谱中的实体表示分布具有相似性，但这些方法在神经网络中引入的非线性映射操作往往会破坏这种分布相似性，从而削弱表示学习的效果[4534]。为此，其提出的一种关系反射实体对齐方法（relational reflection entity alignment，RREA）设计了能保留这种相似性的关系映射转换操作以学习更准确的知识表示。近几年的工作主要通过添加约束和改进损失函数等方式提升表示学习的效果[4657]，或是探索采用其他模型如预训练语言模型进行知识表示学习[4755, -4858]。
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[bookmark: _Ref210734091]图3  GCN-Align框架图
Fig.3  Framework of GCN-Align
1.2  知识对齐匹配
知识对齐匹配旨在统一的特征空间中，找到不同知识图谱中指向同一现实世界对象的元素，是知识融合的核心环节。由于大数据时代下实体数量的井喷，当前知识对齐匹配主要集中在实体间的对齐[5]。现有方法通常基于知识表示学习所得到的向量表示，计算不同知识图谱中实体表示的相似度，进而判断实体间的对应关系‎[4967]。这一过程通常分为两个主要步骤：首先，计算源知识图谱与目标知识图谱中实体对的相似度，现有方法通常采用余弦相似度[3631]、曼哈顿距离[4332]等指标；其次，依据这些相似度，推理得到实体间的匹配关系，现有方法多采用最近邻或贪心策略，为每个源实体选择相似度最高的目标实体作为匹配结果[5068]。然而，这些方法往往只关注单个实体的局部最优匹配，忽略了知识图谱整体匹配的约束和影响[5135]。
针对上述局限，近年来研究者提出了两类改进思路‎：一类是基于得分优化的方法，通过改进相似度的计算方式，生成更准确、可反映整体情况的相似度矩阵[5236-5539]；另一类是基于全局对齐推理的方法，在匹配阶段通过显式施加全局约束或设置联合优化目标，使整体匹配结果在全局范围内得到优化，从而避免局部贪心选择带来的局限[5640-5741]。下面分别介绍这两类优化方法的代表性研究。
基于得分优化的方法 该类方法侧重改进实体相似度的计算方式，以更好地刻画不同知识图谱间实体的相关程度。例如，传统的相似度度量方法往往受到向量空间中实体表示分布不均的影响而产生匹配偏差。为缓解这一问题，Sun等人提出的OpenEA[5236]在实体对齐推理中首次引入跨域相似局部标度（cross-domain similarity local scaling，CSLS）方法[5869]。该方法旨在同时缓解向量空间中的“枢纽现象”（Hubness）与“孤立现象”（Isolation）：前者指部分向量在众多实体的最近邻中频繁出现，形成过度集中的“枢纽点”；后者则表现为部分实体在匹配过程中长期处于孤立状态，难以找到对应对象。CSLS通过对相似度计算进行局部密度标准化，有效削弱了枢纽点带来的干扰，并提升了孤立实体的匹配机会，从而减少了向量空间中邻域密度不均带来的相似度偏差；Fey等人利用Sinkhorn算法则引入全局约束，通过行列归一化迭代将相似度矩阵转化为双随机矩阵，从而隐式引入一对一匹配约束（即每个源实体仅与一个目标实体匹配），改进相似度计算[5953]；Zeng等人RInf则将实体对齐建模为互惠推荐过程，通过双向偏好聚合来更准确地建模实体间的互惠偏好，优化实体相似度计算方式，并提出无排序整合和渐进式分块两种方法来提升推理过程的效率[5135]。
基于全局对齐的方法 部分研究者提出了基于全局对齐的方法，通过在对齐推理过程中施加全局对齐约束，提升对齐匹配的效果。一种典型方法是引入基于线性匹配的Hungarian算法[6070]及其Jonker-Volgenant改进版本[6171]，在一对一匹配约束下最大化全局相似度总和，联合优化所有实体的配对决策，从而求解出整体相似度最高的全局匹配方案[5640]。Doerner等人提出的SMat方法[6272]则在相似度得分的基础上生成偏好排序，引入Gale-Shapley算法‎[6373]实现稳定匹配，以兼顾整体最优与匹配稳定性[6442]。考虑到上述方法通常依赖固定的优化目标，难以适应复杂动态的对齐场景，Zeng等人提出了CEAFF框架，首次将实体对齐建模为序列决策问题，引入如图4所示的强化学习（reinforcement learning，RL）框架进行对齐推理[6543]。在该框架下，实体匹配过程被建模成智能体与环境交互的过程：环境由待对齐的实体集合、邻接矩阵和相似度矩阵构成；状态包括当前实体的特征、上下文关系、以及与其他实体的相似度等；行动则是从候选实体中选择一个目标实体；奖励是根据选择的合理性给予反馈，考虑相似度得分最大化等影响。同时设计Critic网络负责评估状态和行动的价值，指导Actor不断改进决策。通过这种方式，CEAFF能在复杂的搜索空间中不断试错和学习，逐渐找到更优的匹配策略。
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[bookmark: _Ref210924621][bookmark: _Ref210924617][bookmark: _Hlk210734494]图4  CEAFF框架图
Fig.4  Framework of CEAFF
1.3  知识冲突消解
知识冲突消解旨在从多个知识源中推断出正确知识，消除知识冗余和矛盾，有效整合不同来源的知识，形成一致、可靠的知识体系[2927, 56, 66-6774]，主要方法包括基于规则与概率的方法和基于表示学习的方法。
基于规则与概率的方法 该类方法通常利用逻辑推理方法和统计概率模型，在符号特征层面进行知识冲突消解。早期研究通过构建本体显式表示冲突个体及其冲突类型（如基数冲突、不相容冲突），并结合元数据信息辅助冲突判定与消解[6844-6945]。为实现更大规模和自动化的知识冲突消解，Bryl等人提出自动规则选择策略，通过从维基百科修订历史中抽取代表性元数据以优化规则适用性，并采用相应规则进行冲突消解，从而减少人工干预并提升规则驱动方法的泛化能力‎[7046]。Belth等人则提出通过候选规则的生成、排序、筛选和细化以挖掘多源知识间的潜在不一致性，以此辅助冲突的检测与消解[7147]。此外，还有部分研究将冲突消解任务形式化为概率推理问题，通过统计学习与推理确定正确知识，从而摆脱对人工规则和预定义权重的依赖，具备更高的灵活性[7248]。然而，这些方法整体上仍主要依赖符号层面的信息，在知识图谱更新频繁、表达多样化的开放环境中表现不佳。
基于表示学习的方法 近年来，部分知识冲突消解研究也开始利用表示学习技术挖掘知识图谱的语义与结构信息，以辅助对知识冲突的识别与消解。早期的代表性工作Knowledge Vault尝试将冲突消解任务与表示学习相结合，为每个抽取的三元组构建特征向量并进行打分，同时引入高质量知识图谱作为先验信息，用以估计三元组的正确概率‎[7349]。在此基础上，后续研究进一步优化置信度建模，如Jia等人提出一种三元组置信度度量模型（knowledge graph triple trustworthiness measurement model，KGTtm）从实体、关系和知识图谱整体三个层次分别设计评估器以衡量三元组置信度，并通过基于多层感知机（multi-layer perceptron，MLP）的融合模型对不同层次的置信度进行整合，从而生成更准确的知识置信度[7450]。Huang等人提出一种可信图谱补全模型（trustworthy knowledge graph completion，TKGC）则关注到实际场景中属性值类型的多样性，针对数值型（如长度）和字符串型（如名称）等不同类型属性分别设计特定的处理策略与评分函数，更加细粒度地评估知识置信度[7551]。然而，上述方法缺乏对不同知识来源可信度的有效建模。为此，NariPeng等人提出如图5所示的Nari框架，通过负样本感知学习与多源可靠性推断（negative-aware representation learning and multi-source reliability inference），在融合多源知识的同时动态评估知识来源的可信度，从而更好地实现冲突消解[7652]。其中负样本感知学习通过识别形式上合理但语义上错误的负样本，结合对比学习策略增强模型对错误知识的判别能力；多源可靠性推断则基于“可靠来源提供的知识更可信”与“提供可信知识反映来源的可靠性”这两个核心假设，迭代动态评估并更新来源的可靠性，从而更准确地辨别多源知识中的正确知识‎。
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[bookmark: _Ref211461794]图5  Nari框架图
Fig.5  Framework of Nari
2  大数据知识融合新进展
[bookmark: _Hlk210070276]近年来，随着时序、多模态等复杂类型数据的不断涌现，多源知识间的碎片化和异构程度进一步加剧，这些知识难以形成统一、连贯的知识体系，因而催生了有效融合这些新类型知识的迫切需求[7775-7876]。与此同时，以大语言模型为代表的生成式人工智能的崛起，促使学术界和工业界开始关注其内部所蕴含的“参数化知识”（parametric knowledge），也引发了对知识融合的新探索[7977]。本章旨在梳理大数据知识融合的前沿进展，重点介绍时序知识融合、跨模态知识融合以及大模型知识融合三个新兴方向的代表性研究。
2.1  时序知识融合
传统知识融合研究多聚焦于静态知识，然而现实世界中的知识往往会带有时间属性，并处于动态演变之中[7775, 8078]。因此，这种能更真实反映现实世界的时序知识，逐渐成为新兴的研究热点[8179-8381]。时序知识融合即旨在将带有时间属性的知识进行关联与整合。由于现有时序知识大多以时序知识图谱（temporal knowledge graph，TKG）的形式存储，因此相关研究主要集中于时序知识图谱的融合，特别是时序实体的对齐，即识别不同时序知识图谱中指向现实世界同一对象的实体节点[8482]。如前文所述，在静态知识图谱中，常通过建模实体邻接结构特征以进行实体对齐；而在时序知识图谱中，实体间的关系和结构会随时间变化，若仅依靠结构相似性，容易将在不同时刻具有相似邻接关系的实体误判为同一对象。为此，现有时序知识融合方法主要通过对时间信息的有效建模，实现更准确的时序知识融合[8482-8785]。根据时序信息建模方式的不同，现有方法可分为基于时序符号特征建模与基于时序向量空间建模两大类。
[bookmark: _Hlk212056299]基于时序符号特征建模的方法直接利用时序知识图谱中的符号化时序信息以辅助实体对齐。具体来说，该类方法通常将时间信息建模为离散的、可枚举的符号特征（如时间戳、时间间隔等），并通过度量时序特征的相似性，实现时序知识融合。如STEA（simple temporal entity alignment）方法直接利用实体的时间戳信息计算实体间的时序特征相似度[8886]；而TS-Align（temporal similarity-aware entity alignment）方法进一步引入时间间隔作为补充，不仅保留了时间戳的精确定位，还能建模“实体之间的时间距离”和事件的持续性，从而更精细地捕捉实体间的时序关联模式[8987]。实验结果表明，这些方法在基于综合危机早期预警系统（integrated crisis early warning system，ICEWS）构建的ICEWS14、ICEWS05-15[9088]等主流时序知识图谱对齐数据集上，相较仅利用静态结构特征的方法，在对齐准确率指标上取得了稳定提升。
基于时序向量空间建模的方法主要通过对时间特征进行编码得到时间的向量表示，从而将时间信息融入知识表示学习过程中以提高融合效果。如Tem-EA（temporal knowledge graph entity alignment）模型采用长短期记忆网络学习知识间的时序关系，并将其与图结构嵌入相结合，增强对结构化时序知识的理解能力，进而提升时序融合效果[9189]。进一步地，部分方法提出采用注意力机制，分别提取并聚合关系与时间特征，以实现有效的时序融合[9290-9391]。DualMatch方法则引入跨图注意力机制，在无监督条件下，融合多视角信息以捕获图谱间的时序演化模式，进一步提升了时序对齐的准确性[9492-9593]。近年来，融合大语言模型的时序实体对齐方法逐渐兴起，如ChatEA方法在时序编码基础上引入微调后的大语言模型，以提升对时序知识的语义理解能力，进而增强时序知识融合效果。在多个时序实体对齐数据集上的实验表明，引入大语言模型后，模型在语义歧义消解和复杂时间关系建模方面具有更强的鲁棒性，从而带来了整体对齐性能的进一步提升[9694-9795]。
进一步地，考虑到真实场景中的时间信息往往具有多粒度特性（如“年”、“月”、“日”等不同粒度的时间表达），HyDra（hypergraph-driven decomposable retrieval-augmented）框架采用一种多尺度超图检索增强生成的时序知识融合框架[9896]。具体流程如图6所示，首先，HyDra通过自适应解耦机制处理多粒度时序知识的复杂关系，构建尺度对齐的多尺度时序超图，用以捕捉跨尺度的时序依赖并对齐不同粒度的时间特征；随后，将多尺度时序信息映射至统一的向量空间，并通过检索增强生成的方式，检索最相关的时序信息以提升时序知识融合的整体效果。实验结果显示，该方法在包含多粒度时间表达的BETA、WildBETA[9896]数据集上，相较单一时间粒度建模方法，在整体性能上表现更加稳定，尤其在复杂时间依赖场景下优势更为明显。
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[bookmark: _Ref211023917]图6  HyDra框架图
Fig.6  Framework of HyDra
2.2  跨模态知识融合
大数据时代下，单一模态数据中包含的信息和知识往往难以满足复杂场景的需求，因此跨模态知识融合相关研究逐渐兴起，旨在整合文本、图片、视频等多种模态数据，进一步提升知识的完备程度[7876, 9997-10098]。部分研究者提出将多模态信息纳入到知识图谱中，形成多模态知识图谱[10199]。这些多模态知识图谱大多将多模态数据视为图谱中实体的属性，常称作属性多模态知识图谱（attribute multi-modal knowledge graph，AMMKG），且多模态数据以图片数据为主[102100]。现有多模态知识图谱融合方法主要可分为三个步骤，首先用不同的编码器对不同模态知识进行特征表示学习，然后将多模态特征进行融合得到实体特征表示，最后利用融合后的实体特征表示进行对齐推理。
针对多模态表示学习，现有研究主要通过消除视觉噪声或补全图像缺失等方法提升表示学习的质量。其中，Masked-MMEA（masked multi-modal entity alignment）模型采用图像分类技术有效消除视觉噪声[103101]；UMAEA模型则通过引入多尺度模态混合和缺失模态预测网络以缓解视觉模态缺失的问题[104102]。针对多模态特征融合，现有方法主要建模模态间的层级结构与互补关系来优化融合效果，如MCLEA（multi-modal contrastive representation learning for entity alignment）模型借助对比学习强化模态内一致性建模[105103]。在此基础上，MEAformer（multi-modal entity alignment transformer）模型创新性地引入元学习机制，实现了实体层级的模态融合[106104]，LoginMEA（local-to-global interaction network for multi-modal entity alignment）模型则进一步提出两阶段融合框架，先进行局部多模态交互获取实体嵌入，再通过全局关系交互实现细粒度融合[107105]。PMF（progressively modality freezing）方法则设计了渐进式模态冻结策略，通过过滤无关特征显著提升了跨模态交互效果[108106]。针对跨图谱对齐推理，GEEA（generative embedding-based entity alignment）模型通过变分自编码器和分步对齐将对齐结果向前反馈，从而不断优化用于对齐推理的特征表示学习的质量[10958]；DFMKE（dual fusion multi-modal knowledge graph embedding）框架则是对模态特征分别进行早期融合和晚期融合，并对两种融合结果分别计算损失函数进行对齐推理[110107]。	Comment by NSRH: 全文缩略词请在首次出现处补充中文、英文全称，请补充全文缩略词中文、英文全称	Comment by Hugo Peng: 已将全文缩略词补充全称。由于大部分缩略词为引用文献所提出的方法/模型/数据集名，对于目前尚未有官方或公认中文名称的缩写，我们保留其原缩略词并补充了全称；对于部分原文献未明确全称的缩写，我们保留其原缩略词。
现有多模态知识图谱融合相关研究将多模态数据视为实体的属性特征，如一张图片与其对应的实体通过“是……的图片”关系连接，却忽略了图片数据本身与常见的文本实体存在丰富的语义关联，如图7所示的美国国旗图片和美国这个文本实体存在“是……的旗帜”的语义关联。因此，部分研究提出将多模态数据建模为知识图谱中的实体节点，即节点多模态知识图谱（node multi-modal knowledge graph，NMMKG），进而更充分的建模多模态知识间的关联[102100]。由于节点多模态知识图谱中节点的模态是不同的，节点间的关系具有模态异构性，无法直接采用现有方法学习复杂的图结构特征表示；此外，对齐推理过程中需比较不同模态实体间的相似程度，且实体间可能存在多对多的关系。上述问题给节点多模态知识图谱融合带来了更大的挑战。
节点多模态知识图谱融合的相关研究还处于起步阶段，一项代表性工作CrossEA通过设计模态元路径的邻居聚合机制和符号反转策略，尝试解决上述挑战[111108]，其思路如图78所示。首先，CrossEA在表示学习阶段构建模态元路径，并通过单跳邻居聚合、多跳衰减聚合以及多路径融合学习图结构特征，有效地解决了多模态实体关系类型复杂的问题。在对齐推理阶段，其利用符号反转策略，将视觉实体的特征表示向量取负，文本实体取正，进而在计算相似度时可以根据正负号对不同模态匹配相似度分开排序，有效解决了跨模态实体对齐推理过程中的挑战。
跨模态知识融合并不局限于多模态知识图谱融合这一种形式，对于文本、图像、音频等原始数据中所包含的知识的融合也属于跨模态知识融合的范畴[112109]。这些方法通过在数据层面、特征层面或决策层面将多模态数据进行融合，形成更完整的多模态知识，支撑服务特定的下游任务。例如，FedEPA框架通过无监督模态对齐将多模态特征分解为对齐特征与上下文特征，并借助对比学习和动态门控实现多模态融合[113110]；在特征对齐基础上，GFD-MF（group-level feature-driven multimodal fusion）方法通过分组视觉特征提取并与文本实体动态匹配，构建跨模态注意力机制以捕捉隐含关联[114111]；OGF2Net（orthogonalization-guided feature fusion network）利用正交损失和双流网络提取并解耦2D与3D特征，再通过矩阵正交化实现多模态特征互补融合[115112]。
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图7  NMMKG融合任务示例。
Fig.7  Example of NMMKG fusion task.

[bookmark: _Ref211540692][bookmark: _Ref211540484]图87  NMMKG融合任务挑战及解决思路示意图。如图下半部分所示，在NMMKG融合场景中，以乔·拜登为例，其实体涉及文本与图像间复杂的跨模态关联。针对这一问题，CrossEA提出了模态元路径邻居聚合机制与符号反转策略以实现跨模态图谱的融合。	Comment by NSRH: 建议将此图拆为两个子图，请补充相应的中文、英文子图题，请精简图题，说明性内容建议移至正文，图题请用一句话表示，英文图题请相应修改
Fig.87  Schematic diagram of challenges in the NMMKG fusion task and solution approach. As shown in the lower part of the figure, in the NMMKG fusion scenario, taking Joe Biden as an example, the entity involves complex cross-modal associations between text and images. To address this issue, CrossEA proposes a modal meta-path neighbor aggregation mechanism and a sign reversal strategy to achieve the fusion of cross-modal knowledge graphs.
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[bookmark: OLE_LINK5][bookmark: OLE_LINK4]2.3  大模型知识融合
近年来，随着大语言模型技术的快速发展，其中隐含的参数化知识引起了广泛的关注。一般而言，参数化知识是指模型通过深度学习从训练数据中学得的知识，以模型参数权重的形式存在于模型中[7977]。与显式的符号化知识不同，模型中的参数化知识无法直接被人类理解。现有部分大模型相关的研究工作中，涉及到了大模型参数化知识和符号化知识之间的融合，因此本综述也将这些工作纳入大数据知识融合范畴中，以期为后续研究提供一定的借鉴。
围绕知识图谱融合，最近的工作提出利用大模型进一步提升融合的效果。如图98所示，ChatEA设计“知识图谱—代码”转换模块，通过类初始化和函数将知识图谱结构转换为大模型可以理解的代码格式；接着，其设计了两阶段实体对齐策略，借助大模型的多步推理能力，在对话中进行迭代推理，综合名称、结构、实体描述和时间信息来评估实体间的对齐概率，进而利用大模型中丰富的参数化知识提高实体对齐准确度[9795]。EasyEA则将大模型运用于实体对齐全流程，先结合图谱中的关系属性等信息，令大模型生成实体的文本描述，随后使用大模型生成实体的表示并得到初步的候选对齐实体对，最后利用大模型对候选对齐实体对进行筛选[116113]。LLM4EA（large language model for entity alignment）框架则利用大模型生成的伪标签训练对齐模型，并通过基于概率推理的方法动态选择可靠的伪标签[117114]。针对结构、规模和重叠率差异显著的异构时序知识图谱融合，Zhao等[118]提出首个基于多智能体协作的无监督知识融合方法，通过整合大、小模型的优势，有效地解决了实体结构和语义关联问题[115]。CRDL则将大模型运用于知识冲突消解任务，利用大模型丰富的参数化知识辅助判断冲突知识[119116]。Zhang等[120]提出了一种结合大模型的知识图谱准确性评估框架，利用大模型辅助知识图谱的正确性检验[117]。
[image: 1250adc2a89ce9fc8fad52c77ad7ec67] [image: ]
[bookmark: _Ref29519][bookmark: _Ref29307][bookmark: _Hlk210915861]图98  ChatEA框架图	Comment by NSRH: 请调大图中字体，使其在100%视图下清晰可见
Fig.98  Framework of ChatEA
为解决大语言模型存在的幻觉问题，检索增强生成（retrieval-augmented generation，RAG）技术旨在从外部知识源中检索与给定问题相关的信息，然后将这些信息作为上下文输入给大模型，进而辅助进行更准确的推理[121118]。在大模型的推理过程中，这些以外部输入形式存在的符号化知识，会与大模型内部的参数化知识进行隐式的融合，从而引导大模型生成更为准确、可靠的回复。大多数RAG方法将外部知识与问题查询拼接后一同输入给大模型，由大模型将输入文本转换为向量表示并在大模型内部进行融合[121118]。部分工作探索了不同的融合方式，如DyPRAG（dynamic parametric retrieval augmented generation）框架训练了一个轻量级的网络，将检索到的外部符号化知识转换为向量嵌入，再与大模型内部参数直接融合，共同参与生成过程[122119]；DecoupledRAG框架则将外部符号化知识与问题查询分别转换为向量嵌入，之后采用交叉注意力的方式融合外部知识的向量与大模型内部参数[123120]。为了能够利用符号化知识中的关联关系，GraphRAG框架通过引入外部结构化知识图谱，为生成高质量的回答提供更丰富、更具关联性的符号化知识[124121]。
上述在大模型内部完成符号化和参数化知识融合的方式，由于大模型的内部机制复杂且不透明，难以直观呈现其具体的运行逻辑，缺乏可解释性。因此有少数工作提出将该过程转移到符号空间下进行，如Zhang等人提出的COMBO（compatibility-oriented knowledge merging for better open-domain question answering）框架，首先使大模型生成输入问题的相关段落，将大模型的参数化知识通过其所生成的符号化文本来表示，然后通过预训练的判别器评估大模型生成的知识与检索到的知识之间的兼容性，通过语义匹配和逻辑验证，为内外知识源的合并找到锚点，建立统一的知识关联结构[125122]。这种在符号空间对齐符号化和参数化知识的融合模式使得COMBO能够生成更加可靠的回复。
尽管检索增强生成有效地提高了大模型的输出质量，但这种形式的知识融合是临时性的，且依赖于上下文的质量，并未从实质上修正大模型中过时的参数化知识。为此，知识模型编辑（knowledge-based model editing，KME）旨在通过直接修改大模型参数，精准地将特定的知识注入大模型，同时确保在其他无关知识上的表现不受影响[126123]。该过程可认为是直接将符号化知识融入大模型的参数化知识中。例如，Knowledge Neuron通过归因分析识别出与特定知识最相关的“知识神经元”，并对这些神经元进行操作，注入外部知识以更新其存储的特定事实表征，进而实现知识模型编辑[127124]。ROME（rank-one model editing）和MEMIT则将隐藏状态层视为知识融合的关键位置，通过因果追踪定位到存储特定知识的权重，并以最小化优化的方式将新知识融入其中[128125-129126]。此外，也有研究开始探索在大模型其他部分进行知识注入的可能性，如PMET（precise model editing in transformer）便尝试在注意力头中进行知识融合，拓宽了知识编辑的潜在路径[130127]。
3  总结及未来展望
大数据时代下，知识融合通过关联不同来源、不同形式的知识，构建形成更完备的知识体系，有效支撑下游任务。融合过程一般可分为三个核心步骤：知识表示学习为异构知识提供统一的向量化表示；知识对齐匹配旨在识别并关联不同来源的等价实体；知识冲突消解通过解决知识矛盾与不一致性，确保最终生成知识体系的质量。近年来，随着知识类型的日益丰富，知识融合的研究也呈现出新的发展趋势，本文则对此着重综述了时序知识融合、跨模态知识融合以及大模型知识融合三个方向的最新进展。未来的大数据知识融合将呈现出更加多维度、多层次的发展态势。其中，符号化知识与参数化知识的深度融合以及跨模态时序知识融合两个方向尤为值得关注。
从检索增强生成技术的广泛应用可以看出，符号化知识与参数化知识的融合能够为下游任务提供更完备的知识支撑。然而，这一过程中多源知识的并存不可避免地引入了冲突问题，包括不同外部符号化知识之间的不一致、外部符号化知识与大模型固有的参数化知识之间的冲突，以及大模型自身的参数化知识内部存在的冲突等多种形式[131128]。因此，需要建立一套完备的知识冲突消解框架，能够有效进行冲突检测、知识源可信度评估以及最终的知识冲突消解。具体地，一种可行的未来研究方向是自适应的冲突消解方法，更灵活地对不同类型、不同领域的知识冲突进行消解；另一种可行的方向是将符号推理与大语言模型技术结合，增强大语言模型推理能力，提高冲突消解准确性与可解释性。评测基准与指标方面，当前工作普遍通过下游问答任务的准确性来评估消解效果，但大多使用现有数据集构造含噪数据，难以反映真实世界应用的场景。因此，未来的研究亟需构建更真实、含噪的冲突评测数据集，并设计在复杂开放式问答场景下的新评估指标，以更全面地衡量冲突消解技术在实际应用中的表现。
另一方面，当前带有时序特征的跨模态数据（如视频、音频、时序事件文本）日益增多，融合这些跨模态时序数据已成为知识融合领域的重要方向。跨模态时序知识融合旨在关联和整合来自不同时间段的视觉、听觉、语言等多源信息[132129]。其核心难点在于多模态数据的时间异步性，即不同模态在时间维度上采用异质的表征方式。例如，视频以帧率采样，其本质是由静态图片（帧）按序列连续呈现，通过离散帧序列（如30 fps）记录连续信息；音频以采样率记录，本质是连续的波形，采样率决定每秒记录多少个声音数值点，通过密集采样点（如44.1 kHz）捕捉声波变化；时序事件文本以事件时间标记，通过时间戳（如2025年9月20日）描述离散事件。这种不同模态采用的异质时序表征形式，造成了模态间的时间维度不一致。基于上述分析，跨模态时序知识融合仍有必要进一步明确其核心研究问题。未来研究可重点围绕以下几个方面展开：（1）跨模态时间对齐问题，即在不同采样率和时序表征机制下，如何建立统一且灵活的时间映射关系；（2）跨时间尺度语义一致性问题，如何在短时信号与长时事件之间实现语义层面的有效关联；（3）时序噪声与异步偏移的鲁棒性问题，如何适应时间标注不完备和不精确的真实场景。与此同时，跨模态时序知识融合仍亟需系统化的评测基准与评价指标支持。未来可构建显式包含时间异步性与多时间尺度语义的数据集，并在下游任务性能之外，引入反映时间对齐质量与跨模态事件一致性的评价指标，从而为相关方法的有效性提供更全面、可复现的验证依据。
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