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摘 要: 专家发现是实体检索的一个重要方面。经典的专家发现模型建立在专家与词项的条件独立性假设基础上。在实际应用中该假设通常不成立，使得专家发现的效果不够理想。本文提出了一种基于话题模型的专家发现方法，该方法无需依赖候选专家与词项的条件独立性假设，且其可操作性比经典模型更强。同时，使用了一种排序截断技术，该技术极大地降低了模型的计算复杂度。使用CERC（CSIRO Enterprise Research Collection）数据集对模型的性能进行评估。实验结果表明，基于话题模型的专家发现方法在各个评价指标上均优于经典的专家发现模型，能够有效地提高专家发现的效能。
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Abstract: Expert finding is an important part of entity retrieval. Classical expert finding models rest upon the conditional independence assumption between the candidate and term-given document. However, this assumption is usually invalid in real world applications, which makes the performances of classical expert finding models not ideal. In this research, an expert finding method is proposed based on the topic model (EFTM). This method discards the conditional independence assumption in classical models and is more maneuverable. In addition, a ranking truncation approach which largely decreases the computational complexity of the model was used. Finally, the performances of the new model were evaluated using the CSIRO Enterprise Research Collection. The results show that the EFTM model outperformed the classical model significantly on all the metrics and can effectively improve the performances of the expert finding system.
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“信息检索”(Information Retrieval, IR)一词由Calvin Mooers于1948年到1950年间提出[1]。在上世纪70年代到80年代，其主要的检索对象是具有特定内容的文档。近年来，随着人们对于信息需求的不断变化，信息检索的内涵也不再局限于传统的文档检索，而是扩展到各个领域。其中重要的分支是实体检索(Entity Retrieval, ER)[2-4]。专家发现作为ER的一个重要方面近年来已经得到了越来越多的关注[2-13]。

专家发现(Expert Finding)也称专家搜索，它研究的问题是：给定特定的查询，如何找到具有相关领域知识的专家，同时将这些专家按照其专业水平进行排序[3, 5, 10]。针对这类问题，目前主要有两种模型：基于Profile的模型和基于Document的模型[3, 5-6, 9-10]。这两种模型虽然能够在一定程度上满足专家发现任务的基本要求，但是仍然存在一些固有的缺陷。其中最重要的不足之处在于这两种模型都是建立在候选专家与查询词项的条件独立性假设基础上。该假设在实际应用中往往无法成立。本文针对这一问题，提出了一种基于话题模型的专家发现方法(An Expert Finding Method on the Topic Model)，简称为EFTM模型。该方法无需依赖于候选专家和查询词项之间的条件独立性假设，实验结果表明该方法的各项性能指标都高于传统的专家发现模型。

1 经典专家发现模型

1.1 基于Profile的模型

基于Profile的模型也被称作基于候选人的模型(Candidate-based Model)或者查询独立模型(Query-independent Model)，该模型的基本思想是：首先综合每一位专家各方面信息为其建立一
个 profile, 然后使用概率 [3, 5, 10] 模型来计算该专家的 profile 与查询之间的相关性, 并按照该相关性对专家进行排序。其中最为典型的是 Balog 等人提出的 Model 1 [10]。

Model 1 是由 Balog 等人在 2006 年提出的一种专家发现模型 [10]。给定查询 query 的条件下, 候选专家 ca 出现的概率为 \( P(ca | query) \), 则根据贝叶斯公式有

\[
P(ca | query) \propto P(query | ca) P(ca)
\]

(1)

其中 \( P(ca) \) 表示候选专家出现的先验概率, 一般情况下认为其服从均匀分布。\( P(query) \) 是查询 query 出现的概率, 给定 query 的情况下, \( P(query) \) 为常数。因此

\[
P(ca | query) \approx P(query | ca)
\]

(2)

根据语言模型有

\[
P(query | \theta_\alpha) = \prod_{term \in query} \left[ (1 - \lambda_\alpha) P(term | ca) + \lambda_\alpha P(term) \right]^{n(term, query)}
\]

(3)

其中 \( \theta_\alpha \) 是候选专家 ca 的模型, term 是 query 中的一个词项, \( n(term, query) \) 表示 term 在 query 中出现的次数, \( D_{ca} \) 为与 ca 相关的文档集合。

假设给定文档 doc 的条件下, 词项 term 和候选专家 ca 是条件独立的, 则 Model 1 可表示为

\[
P(query | \theta_\alpha) = \prod_{term \in query} \left[ (1 - \lambda_\alpha) \left( \sum_{doc \in D_{ca}} P(term | doc) P(doc | ca) \right) + \lambda_\alpha P(term) \right]^{n(term, query)}
\]

(4)

1.2 基于 Document 的模型

基于 Document 的专家选择方法也被称为查询依赖模型 (Query-dependent Model), 其基本思想是: 首先使用文档检索方法获得与查询相关的文档, 然后按照专家与这些文档的相关程度对专家进行排序。一般而言, 基于 Document 的模型其效果要好于基于 Profile 的模型 [3, 5, 10, 14]。其中最为经典的是 Balog 等人提出的 Model 2。该模型可视为一种生成模型, 具体生成过程如下 [3]:

（1）给定一个候选专家 ca
（2）选择与 ca 关联的文档 doc
（3）根据该文档和候选专家, 用给定概率 \( P(query | ca, doc) \) 生成一个查询 query。对所有与 ca 相关联的文档进行加权求和, 即可获得

\[
P(query | ca) = \sum_{doc \in Dca} P(query | doc, ca) P(doc | ca)
\]

(6)

假定查询 query 中, 各个词项是独立同分布的, 则

\[
P(query | doc, ca) = \prod_{term \in query} P(term | doc, ca) \]

(7)

根据文献 [3, 5, 8, 10], 假设 term 与 ca 之间是条件独立的, 则

\[
P(term | doc, ca) = P(term | \theta_{doc})
\]

(8)

对式 (8) 进行平滑化处理, 得

\[
P(term | \theta_{doc}) = \frac{(1 - \beta)}{\beta + n(doc)} P(term | doc)
\]

(9)

其中, \( n(doc) \) 为文档 doc 中所有的词项总数, \( \beta \) 为一常数。\( P(term | doc) \) 为 term 在文档 doc 中出现的频率, \( P(term \mid doc) \) 是 term 在整个文档集中出现的概率。

综合式 (6) ~ (9), 得

\[
P(query | ca) = \sum_{doc \in Dca} \prod_{term \in query} \left[ \frac{(1 - \beta)}{\beta + n(doc)} P(term | doc) \right]^{n(term, doc)} P(doc | ca)
\]

(10)

2 基于话题模型的专家发现方法

上述两类模型都依赖于条件独立性假设, 认为在给定文档的条件下, 候选专家和查询词项是条件独立的。然而, 在实际应用中, 这一假设往往不成立的。为了解决这个问题, Balog 等人相继提出了两种改进模型, 分别称为 Model 1B 和 Model 2B [3, 5, 10]。这两种改进模型虽然能够从某种程度上解决该问题, 但又需要引入另一种独立性假设, 即认为文档、候选专家与窗口的大小是独立的。同时, 在这两种模型中还需要计算不同尺度的窗口出现的先验概率。该方法计算量大、可操作性相对较差。本文提出了一种基于话题模型的专家发现方法。新模型建立在潜在狄利克雷分配 (Latent Dirichlet Allocation, LDA) 方法的基础上, 无需依赖 ca 和 term 之间的条件独立性假设。

2.1 话题生成模型

LDA 是 Blei 等人在 2003 年提出的一种话题
建立了模型之后，通过参数估计，即可得到整个语料集以及各个文档的话题分布。模型为一个生成模型，具体生成过程如下：

（1）首先，对于每一个文档 doc，从参数为 \( \alpha \) 的 Dirichlet 分布中抽取一个多项式分布 \( \theta \)，该分布代表了文档 doc 谈论的话题，即 \( P(z|doc) \)。

（2）对于文档 doc 中的每个词项 term，从多项式分布 \( \theta \) 中抽取一个多项式分布，作为该词项的话题。

（3）对于每个话题 z，从参数为 \( \beta \) 的 Dirichlet 分布中抽取一个多项式分布 \( \phi \)，该分布表示给定话题 z 的情况，词项 term 的分布，即 \( P(term|z) \)。

（4）对于每个话题 z，从参数为 \( \gamma \) 的 Dirichlet 分布中抽取一个多项式分布 \( \phi \)。该分布表示给定话题 z 的情况，候选专家 ca 的分布，即 \( P(ca|z) \)。

（5）从多项式分布 \( \phi \) 中抽取一个词项 term。

（6）从多项式分布 \( \phi \) 中抽取一个候选专家 ca，重复上述过程，即可生成整个语料集。

假设 Z 为语料集的话题集合，\( z_i \) 为任意话题，则

\[
P(term \mid doc, ca) = \sum_{z_i \in Z} P(term \mid doc, ca, z_i) P(z_i \mid doc, ca)
\]

同时

\[
P(term \mid doc, ca, z_i) = \frac{P(term, doc, ca, z_i)}{P(doc, ca, z_i)}
\]

\[
P(z_i \mid doc, ca) = \frac{P(z_i, doc, ca)}{P(doc, ca)}
\]

将式 (12)，(13) 代入式 (11) 中得

\[
P(term \mid doc, ca) = \sum_{z_i \in Z} \frac{P(term, doc, ca, z_i)}{P(doc, ca, z_i)} P(z_i \mid doc, ca)
\]

\[
= \sum_{z_i \in Z} \frac{P(term, doc, ca, z_i)}{P(doc, ca)} P(z_i \mid doc, ca)
\]

\[
= \sum_{z_i \in Z} \frac{P(term, ca, z_i \mid doc)}{P(doc \mid ca)}
\]

2.2 参数估计

本文使用 Gibbs 采样方法对 EFTM 模型进行参数估计。Gibbs 采样是马尔科夫蒙特卡罗（MCMC，Markov Chain Monte Carlo）方法的一种特殊情况。假设给定 term 和 ca 的条件下话题的分布为 \( P(z \mid term, ca) \)，其中 term 和 ca 分别表示词项和候选专家的集合，根据图 1 可知

\[
P(z_i = j \mid z_{-i}, term, ca)
\]

\[
\propto P(z_i = j \mid z_{-i}) P(term_i \mid z_i, term_{-i}) P(ca_{j} \mid z_i, ca_{-j})
\]

\[
\propto H^{N_{z_i}}_{d_j} + \alpha H^{N_{z_i}}_{n_j} + \beta H^{N_{z_i}}_{m_j} + \gamma
\]

其中，\( z_i = j \) 表示第 i 个词项或候选专家属于话题 j，\( z_{-i} \) 表示其余词项或候选专家的话题，\( \alpha, \beta \) 和 \( \gamma \) 为事先设定的超参数，\( N_j \) 为语料集中的文档的数量，\( N \) 为话题的数量，\( N_{-z_i} \) 为候选专家的数量，\( N_{z_i} \) 为词项的主题最大值，\( H^{N_{z_i}}_{d_j}, H^{N_{z_i}}_{n_j} \) 和 \( H^{N_{z_i}}_{m_j} \) 分别表示文档 - 话题 - 词项 - 话题以及候选专家 - 话题矩阵，其元分别表示将文档（词项或候选专家）指派给某一话题的概率。此时，需要估计的变量为 \( \theta, \phi \) 和 \( \varphi \)。依照式 (16) 进行 Gibbs 采样，可以得到 \( P(z \mid term, ca) \) 的一系列样本，即 \( \theta, \phi \) 和 \( \varphi \) 可以表示为如下形式：
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Fig. 1 Expert finding method based on topic model

\[
\hat{\theta}^{(d)}_j = \frac{H^{N_{z_i}}_{d_j} + \alpha}{\sum_{m} H^{N_{z_i}}_{m_j} + N_{-z_i} \alpha}
\]

\[
\hat{\phi}^{(i)}_j = \frac{H^{N_{z_i}}_{n_j} + \beta}{\sum_{m} H^{N_{z_i}}_{m_j} + N_{-z_i} \beta}
\]
\[
\varphi_j^{(ca)} = \frac{H_{\text{cov}(\text{ca}, \text{N})}^{ca} + \gamma}{\sum_n H_{\text{cov}(\text{ca}, \text{N})}^{ca} + N_n \gamma}
\] (19)

因此，式(15) 变为
\[
P(\text{term, ca, z}_i | \text{doc}) = P(\text{term} | z_n) P(\text{ca} | z_n) P(z_n | \text{doc})
\]

\[
= \theta_j^{(d)} \phi_j^{(\text{term})} \varphi_j^{(ca)}
\]

\[\text{3. 实验分析与对比}\]

\[\text{3.1 实验数据说明}\]


\[\text{3.2 实验设计}\]

为了降低 LDA 模型的计算复杂度，本文采用了一种排序截断技术[18]。首先，对于给定的查询，使用经典的文档检索方法获得与查询相关的前 N 篇文档。将这前 N 篇文档作为新的语料集。之后，分别使用经典的专家发现方法和 EFTM 方法进行专家检索。使用排序截断技术后，大大降低了 \(H_{\text{cov}(\text{ca}, \text{N})}^{ca} \) 和 \(H_{\text{cov}(\text{ca}, \text{N})}^{ca} \) 的规模，从而显著降低了 (约 5~6 个数量级) 计算的空间复杂度和时间复杂度。

\[\text{3.3 实验结果}\]

表 1 给出了 Model 1, Model 2 与本文提出的 EFTM 模型的性能对比。可以看出，在所有的模型中，EFTM Model 2 的性能最优。相对于 Model 2 而言，EFTM Model 2 的各项性能指标均有大幅度的提升，其中 MAP (Mean Average Precision) 值提高了约 40%, MRR (Mean Reciprocal Rank) 值提高了约 65% , P@5 值提高了约 20%。相比之下，对于 Model 1, 新算法和经典算法的各项指标则相差不大。这是由 Model 1 的特点决定的。在建立候选专家的 profile 过程中，没有考虑与候选专家相关联的文档的话题分布，这样会导致 profile 的话题分布均一，因此，在 profile 上使用话题模型时，其性能较经典专家发现模型有大幅度的提升。

<table>
<thead>
<tr>
<th></th>
<th>MAP</th>
<th>MRR</th>
<th>P@5</th>
<th>P@10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model 1</td>
<td>0.2118</td>
<td>0.2746</td>
<td>0.1240</td>
<td>0.0980</td>
</tr>
<tr>
<td>EFTM</td>
<td>0.1929</td>
<td>0.2835</td>
<td>0.1000</td>
<td>0.0740</td>
</tr>
<tr>
<td>Model 2</td>
<td>0.2239</td>
<td>0.2865</td>
<td>0.1400</td>
<td>0.1060</td>
</tr>
<tr>
<td>EFTM</td>
<td>0.3126</td>
<td>0.4720</td>
<td>0.1680</td>
<td>0.1060</td>
</tr>
</tbody>
</table>

LDA 的迭代次数为 4000, 话题数为 20, \(\alpha = 0.1, \beta = 0.4, \gamma = 0.4\)。

\[\text{4. 总结与展望}\]

本文针对专家发现问题提出了一种基于话题模型的专家发现方法，该方法能够有效地去除经典专家发现模型中存在的条件独立性假设。同时相对于基于窗口的专家发现模型，新方法的可操作性更强。另外，本文应用了一种文档排序裁剪技术，该技术在实验中能够有效地降低模型的训练时间。实验表明基于话题模型的专家发现方法其性能较经典专家发现模型有大幅度的提升。
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